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A B S T R A C T

Nowadays, many information exchanges take place online, and social media platforms
like Facebook or Twitter are popular mediums for all kinds of information gathering.
Unsurprisingly, news outlets increasingly rely on online media channels to disseminate
their news stories. But basically, anyone can write stories and share them with a large
potential readership. This uncontrolled flow of information can be problematic, leading
to increased amounts of misleading or inaccurate information circulating.

Such inaccurate or false news is only one of many manifestations of a phenomenon
called media bias. Media bias refers to all kinds of biased, i.e., non-neutral, news,
including, for example, one-sided or inaccurate news coverage or reporting in a way to
harm or favorite a person or object of interest intentionally. There is a lot of research
on media bias, which shows that the manifestations of media bias tend to be multi-
layered and complex. However, the existing research provides valuable insights without
considering the bigger picture. Often, it is not clear how different media bias types
are related to each other, where similarities exist, and where they differ significantly,
making evaluating current discoveries difficult.

In general, this thesis has the overall goal to better understand the structure of media
bias. Therefore, the first contribution is to define a theoretical framework for media bias
that potentially guides future research more concretely. Based on a detailed literature
review, different media bias categories are developed, and different bias types are
assigned to these categories. In addition, this framework allows better embedding of
media bias within the context of other related concepts.

Furthermore, the attempt is made to examine whether the article’s comments can be
an indicator of its bias. As no dataset suitable for this purpose yet exists, large amounts
of user-generated Twitter data as well as article- and outlet-specific metrics of ad fontes
media are collected. By that, a new multi-layered media bias dataset is created, valuable
for sophisticated media bias research.

Based on this data, a multi-feature analysis is conducted to identify comment char-
acteristics and whether they are indicators of an article’s bias. The comments are
examined regarding their level of hate and their sentiment polarity. By that, media bias
is set into context with other related concepts. The results show that the more hateful
the comments on an article are, the higher its level of bias. Furthermore, these results
are underpinned by the finding that the news outlet’s individual stance reinforces this
hate-bias relationship.
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1
I N T R O D U C T I O N

1.1 motivation

Ever since the Internet became available to the broad public, new information and
communication technologies have been established. Suddenly, the world became more
connected, and news articles were shared faster and with broader reach, which even-
tually reshaped the entire media environment [22]. News consumption shifts more
and more towards the online world. According to the Digital News Report 2021 [102],
the use of traditional print newspapers experienced a sharp decline, similar to the
development of the previous years. In contrast, the use of social media platforms for
news is very high, especially among younger users [102]. However, the use of Facebook,
Twitter, or other platforms is problematic, as "[t]he share of social media engagements
from unreliable news sites doubled from 2019 to 2020" [21, p. 1]. Often, misleading
information is shared online, with no one feeling responsible for regulating this flow of
news [21]. Examples for fake news exist many, including the false claims during and
after the 2020 US election, misinformation about climate change, or, just recently, the
spread of conspiracy theories about COVID-19 [21]. Therefore, it is no surprise the trust
in media is rather low. According to a study conducted by the Reuters Institute, only
44% of the respondents stated "[...] they trust most news most of the time" [102, p. 9].

The occurrence of misinformation, fake news, or inaccurate reporting can be sum-
marized under the term media bias. The phenomenon of media bias is defined as
"[...] slanted news coverage or internal bias, reflected in news articles" [127, p. 2]. A
biased news article usually "[...] leans towards or against a certain person or opinion
by making one-sided, misleading or unfair judgements" [84, p. 1268]. Biased news
coverage happens "[...] when journalists report about an event in a prejudiced manner
or with a slanted viewpoint" [86, p. 1]. Media bias has severe consequences for our
society, as biased news eventually manipulate voting behavior [35, 39, 111] or influence
political decisions [13, 65, 81]. Some scholars even fear that a biased news coverage
endangers democratic values [65, 81, 83]. Hence it is not surprising that a large part
of (online) news consumers fear being exposed to fake news [102]. The problem of
false, misleading, or inaccurate news reporting is not an issue of the "modern world".
Research on media bias goes back at least until the 1950s [138], but the topic gains more
relevance with each year.

As news stories are increasingly read online, consequently, news consumers are
confronted with a more diverse media environment. The World Wide Web offers al-
most unlimited amounts of news stories from all sorts of news outlets [110]. Here, the
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2 introduction

decision of which news outlet to trust is mainly the responsibility of the individual
news consumer [65]. But how does one know if the trusted news outlet really can be
trusted? Or how does one detect the trustworthy articles among a flood of news stories?
In order to answer these questions and to properly judge whether an article is biased or
not, the news consumers must genuinely understand the news, which in turn requires
unbiased news reporting [65]. This is why media bias research is so important: to break
this vicious circle.

1.2 contributions and research objectives

With regard to existing literature, a lot of research has already been conducted. Many
researchers made an attempt to define the concept of media bias and outline its charac-
teristics. Reviewing this work underlines that media bias is a complex phenomenon
that manifests in many different ways. For example, a common definition of media bias
divides the concept into the following three subcategories: gatekeeping bias, coverage
bias, and statement bias [30, 67]. However, this definition is not universal, and other
types of media bias are mentioned, for example, ideology bias and spin bias [98].
Often, researchers provide valuable insights but do not consider the bigger picture. The
missing of a universal theoretical framework for media bias is a significant downside of
current media bias research. This work aims to fill this gap by presenting a framework
for media bias that allows for a more straightforward classification of different media
bias types. By defining several media bias subcategories and assigning different bias
types to these categories, this thesis aims to reduce the concept’s complexity and
improve future research.

While studying the existing literature on media bias, some concepts have been
detected that are often mentioned together with media bias. Two of these concepts
are hate speech and sentiment analysis. Hate speech is defined as any kind of "[...]
language that is used to expresses hatred towards a targeted group or is intended to
be derogatory, to humiliate, or to insult the members of the group" [33, p. 512]. Much
research on hate speech has been conducted, most of them concentrating on hateful
language on social media platforms or within online communities.

Sentiment analysis, on the other hand, is a text processing technique from the area
of natural language processing and enables the detection of emotions, moods, or
opinions in human language [16, 45]. Sentiment analysis is valuable for many tasks, for
example, to predict movie reviews or stock market behavior [45]. Similar to hate speech,
sentiment analysis is also often applied to short textual data like posts or comments on
social media platforms [41]. In some cases, sentiment analysis can even be used as a
technique to detect hate speech [2, 112].

Often, the underlying goal of hate speech detection and sentiment analysis tasks is
to understand the dynamics of online communities and to observe the impacts hateful
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language might have [41, 119]. However, searching through the literature exposes that
in most cases, the underlying data are social media data, and only very little attention
has been paid to observing user comments on news articles [143]. This thesis pursues
the goal of deepening the research on understanding media bias. The overall aim is to
connect the three concepts media bias detection, sentiment analysis, and hate speech
detection. As of now, to the best of my knowledge, no such research has been conducted
yet. With this project, it is aspired to fill the gap by observing the following research
questions:

RQ1: Are user comments on a news article an indicator of the article’s bias?

RQ2: Is the new outlets’ stance an indicator of the article’s bias?

In order to answer these questions, data on statement-level (i.e., user comments) and
data on article-level are required, with the statements being explicitly linked to the
respective article. An extensive review of existing datasets for media bias detection,
sentiment analysis, and hate speech detection shows that no suitable dataset exists for
this purpose. Thus, to be able to deduct the analysis, appropriate data is required to be
collected in the first step.

Hence, the three main contributions of this work are as follows:

C1: The development of a universal theoretical framework for media bias
detection - the media bias framework.

C2: The construction of a first-of-its-kind dataset useful for a combined study
of media bias, sentiment analysis, and hate speech.

C3: Conducting an analytical study by observing comment characteristics on
news articles in order to detect indicators of the article’s bias.

1.3 structure of the thesis

This work is structured as the following. First, Chapter 2 provides an extensive overview
of the existing literature on media bias. The literature review includes the comparison
of several common definitions of media bias and outlines the impacts of biased news
coverage. A major part of Chapter 2 consists of presenting the media bias framework.
Additionally, an overview of state-of-the-art approaches on automated media bias
detection, sentiment analysis, and automated hate speech detection is provided, as well
as a listing of all relevant datasets applicable to the respective concepts. Lastly, the gaps
of the current media bias research are pointed out and based on these, the research
objectives of this thesis are derived.

In Chapter 3 an in-depth explanation of the methodological procedure is provided.
First, the data collection process is described, consisting of the collection of outlet-
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related and article-related metrics as well as the collection of user comments. Second,
the approaches for analyzing the characteristics of the collected comments are pre-
sented and discussed. Lastly, the statistical models are described, which best suits the
underlying data structure to obtain the most valuable insights.

Chapter 4 reports the results of the three steps described in Chapter 3. This includes
a detailed description of the obtained dataset as well as the results of the statistical
analysis. In addition, the findings that are derived from the results are presented.

In Chapter 5, the limitations of this work are thoroughly discussed, and an outlook
for future research is provided.

Lastly, Chapter 6 concludes the thesis.



2
R E L AT E D W O R K A N D T H E O R E T I C A L E M B E D D I N G

This chapter presents an overview of the existing literature on media bias. In Section 2.1
the term media bias is defined, and the impacts media bias has, are explained. The
following Section 2.2, presents the current state-of-the-art research of media bias. Based
on the existing literature, a theoretical framework is defined. This framework divides
media bias into several subcategories and assigns different media bias types to these
categories. It also includes additional concepts closely related to media bias research.
Section 2.3 presents the current state-of-the-art approaches for automated detection
of media bias, as well as for two additional techniques, sentiment analysis, and hate
speech detection. In Section 2.4, an overview of existing datasets for media bias detec-
tion, sentiment analysis, and hate speech detection is provided. Section 2.5 points out
existing gaps in the current media bias research and states the contributions of this
work. Lastly, in Section 2.6 the research objectives of this thesis are outlined, and the
theoretical embedding is explained.

2.1 understanding media bias

When reviewing existing literature on media bias, it quickly becomes apparent that
the whole idea of media bias is complex. Among scholars, many definitions of media
bias circulate, each differing based on the particular context of their work. Research on
media bias goes back at least until the 1950s [138]. Consequently, many attempts have
been made to tackle bias in the news. Thus, many researchers define either the whole
concept of media bias or only one of its many manifestations. Some of these definitions
of media bias have consolidated over the years.

Firstly, a widespread definition of media bias is the division into three major cate-
gories: gatekeeping bias, coverage bias, and statement bias [30, 65]. According to this
definition, media bias can express itself in one or more of these categories. Gatekeeping
bias refers to the process where "[...] writers and editors select from a body of potential
stories those that will be presented to the public [...]" [30, p. 135]. The term stems from
the idea that media representatives act as "gate keepers", making the final decision of
what news stories are reported [30, 113, 138]. Obviously, these decisions are also logisti-
cal, as simply not all events are of significant importance. However, due to personal
preferences, these decisions can be influenced and thus result in biased reporting [30,
98, 113, 138]. Second, coverage bias describes the situation where two or more sides of
an issue receive imbalanced amounts of attention, for example, pro-life vs. pro-choice

5



6 related work and theoretical embedding

statements [30]. In general, an article’s attention is measured as the length of the article,
how much space it gets in a newspaper (e.g., printed on the front page), or how often
the topic is reported on [30, 113]. Lastly, statement bias refers to when "[...] members of
the media [...] interject their own opinions into the text [...]" [30, p. 136]. This division
is popular among scholars, although sometimes, the terms used to describe each bias
type might differ. For example, gatekeeping bias is sometimes also called selection
bias or agenda bias, coverage bias is sometimes called visibility bias, and statement
bias is sometimes referred to as tonality bias [43]. Another term for biased reporting
is editorial slant, which functions as an umbrella term for gatekeeping, coverage, and
selection bias [39].

Another common definition of media bias defines only two types of biases: ideology
bias and spin bias [98]. Ideology bias describes the situation where the editor’s or
journalist’s personal preferences influences what events and how these events are
reported [98]. This is often in line with the news outlet’s stance, "[f]or example, left
wing newspapers may simply prefer to report news one way" [98, p. 2]. Spin bias,
on the other hand, describes the situation where an event is being reported on, but
potentially relevant information is omitted [92, 98]. This is a common practice among
newspapers and stems "[...] from a newspaper’s attempt to tell a simple and memorable
story" [98, p. 2], in order to attract as many potential readers as possible [5].

Interestingly, the definition of ideology bias is quite similar to the ideas behind
gatekeeping and statement bias combined. This example convincingly shows one of the
major issues that comes with defining the media bias concept, namely that the same
ideas are named differently and that sometimes the ideas of several media bias types
can overlap.

In some cases, media bias is also referred to as a kind of lexical or linguistic bias [15].
These approaches have their roots mainly in linguistics and are based on the idea of the
linguistic category model introduced by Semin & Fiedler [118] in 1988. The main idea
is that the language we use differs in its level of abstraction, depending on whether
a particular behavior was anticipated or not. The decision to formulate things using
abstract language happens mostly subconsciously [15] and, compared to the other bias
types introduced above, independent of the context of the event. However, the use of
abstract language might reinforce existing stereotypes [15, 90].

Considering the above-presented definitions of media bias, it becomes clear that
they tend to refer to rather specific types of media bias. A universal, generally valid
definition of media bias does not really exist, but occasionally, researchers have defined
media bias more generally. For example, Spinde, et al. [127] define media bias as "[...]
slanted news coverage or internal bias reflected in news articles" [127, p. 2]. Lazaridou,
et al. [84] on the other hand, define media bias as news reporting that "[...] leans
towards or against a certain person or opinion by making one-sided misleading or
unfair judgements" [84, p. 1268]. Lee, et al. [86] define media biased as reporting "[...]
in a prejudiced manner or with slanted viewpoint" [86, p. 1].
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Moreover, media bias does not only manifests via text but also the way the news is
presented to the reader contributes to the biased news coverage [66, 93]. For example,
portraying a person with happy facial expressions is perceived as favorable, whereas
portraying a person with angry facial expressions is rather perceived as dominant [104].

The impacts of the existence of media bias are far-reaching. Almost all individuals are
affected by media bias, and its consequences [65]. In the very early stages of media
bias research, it has already been observed that the mass media has political impacts
and, in turn, influences the voting behavior [111]. These findings are underpinned
by additional work, confirming the influencing effects of news coverage on political
tendencies, which in turn impacts voters’ behaviors [35, 39] and voter turnout [53, 132].

Complementary work provides even deeper insights by showing that media bias
might even influence the decision-making process of individuals and thereby leads
to individuals’ making electoral mistakes [13, 81]. This stems from the individual’s
tendency to adopt biased views when being exposed to biased news coverage [65, 83].
A survey conducted by Kull, et al. [83] shows that misinformation about the Iraq war
led to individuals’ supporting the war. In addition, news consumers who perceive
media as biased tend to have a lower level of trust in the government [69].

Furthermore, biased news coverage and public discussion about (controversial) topics
might increase the incidence of extremism. This is due to a phenomenon called "group
polarization", which states that discussions with like-minded others lead to reinforcing
existing beliefs, which in turn leads to more extreme opinions [128]. As a consequence,
"[...] the polarization of public opinion [...] complicates agreements on contentious
topics" [65, p. 393]. In addition, biased reporting might reinforce stereotypical mindsets
[90].

All the impacts mentioned above are further reinforced when individuals are trapped
in so-called "echo chambers". This is the case when news consumers are mainly "[...]
surrounded by news and opinions close to their own" [65, p. 392]. Especially in the
context of social media platforms and the existing recommender system, users tend to
read only those news stories that confirm their existing beliefs [65, 99, 100]. Hence, it
is no surprise that some scholars even fear that media bias threatens the stability of
democracies [65, 81, 83].

A lot of research on media bias and its manifestations exists. What has been demon-
strated above is that researchers often focus on different types of media bias instead
of the entire concept. Some research concentrates on media bias expressing in form
of linguistic cues [15, 59, 73, 90, 107, 108]. Another group of scholars rather focuses
on context-dependent forms of bias, either on reporting level [19, 30, 50, 113], or on
text level [5, 19, 30, 48, 73, 92, 98]. Lastly, a large group of existing work observes what
factors influence the personal perception of news. Many of these researchers refer to
the hostile media effect, which describes the phenomenon that each group perceives
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media as biased towards their own point of views [63, 131], and define influencing
factors reinforcing this effect. For example, the political ideology [32, 47, 57, 87] or the
level of partisanship are strong indicators for the hostile media effect [47, 57, 109], but
other factors are objects of research as well [6–9, 11, 23, 29, 42, 60–62, 70, 85, 93, 104,
116, 122, 123, 130, 142, 144].

In some of these works, theories and definitions overlap, and it is not always pos-
sible to draw a clear distinction between particular bias types. A further difficulty is
that some scholars refer to the same concept but name it differently, which makes a
summary of the state-of-the-art research even more challenging. Nevertheless, due to
the complexity of the concept of media bias, it is particularly necessary to be able to
clearly distinguish its characteristics. This thesis aims to fill this gap by specifying a
media bias framework that enables a clear classification of different media bias types.
This media bias framework is elucidated in more detail in the following Section 2.2.

2.2 the media bias framework

In order to gather all relevant work on media bias, an extensive keyword-based liter-
ature research has been conducted, using Google Scholar1 and KonSearch2. First, all
work related to media bias has been searched (keyword: "media bias") but eventually
narrowed down by using more specific search terms (e.g., "media bias in newspapers",
"media bias coverage", or "media bias perception"). This has already returned the
majority of literature that has been considered in this thesis. However, more research
has been found by observing cited work of papers that have been considered to be
especially relevant. The search has not been limited to a specific time period, as it is
important for the development of a comprehensive understanding of media bias to
also learn about the beginnings of media bias research. A total of about 200 scholarly
papers and related works have been found, of which about one-third are considered to
be particularly relevant. Most of them will be referred to in the following Section.

In Figure 2.1 the theoretical framework of media bias is visualized. The concept is
divided into four major subcategories: linguistic bias, text-level context bias, reporting-
level context bias, and cognitive bias. In addition, the fifth category related concepts
refer to five concepts that have been encountered while investigating the media bias
literature. These concepts are no bias types per se. Hence, they cannot be exclusively
assigned to one of the four bias categories. However, for the sake of completeness, it
is necessary to mention and explain these terms. In the following, the definitions for
all four subcategories and their corresponding bias types, as well as for the related

1 https://scholar.google.com/
2 https://konstanz.summon.serialssolutions.com/; the literature search engine owned by the University of

Konstanz
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Figure 2.1: The Media Bias Framework

Note: This Figure visualizes the theoretical framework for media bias. Each category embodies a subcate-
gory of media bias and consists of different bias types. Concepts mentioned under "Related Concepts" are
not bias types per se, but are closely related to media bias.

concepts, are provided.

2.2.1 Linguistic Bias

The first subcategory, linguistic bias, is defined as "[...] a systematic asymmetry in word
choice that reflects the social-category cognitions that are applied to the described
group or individual(s)" [15, p. 1]. In other words, biases of this type are triggered due to
lexical features like word choice and sentence structure. Linguistic bias mainly focuses
on the question of how things are said and is independent of the context. This kind
of bias often reflects stereotypical mindsets [90] and is rather subconscious [15]. In
the literature, it is sometimes also referred to as lexical bias [48]. Five bias types have
been identified that belong to this category: linguistic intergroup bias, framing bias,
epistemological bias, bias by semantic properties, and connotation bias.
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Linguistic Intergroup Bias
The linguistic intergroup bias is a concept based on the linguistic category model
(LCM) defined by Semin & Fiedler [118] in 1988. The main idea of the LCM is that
words are categorized into one of four classes, depending on their level of abstraction.
These classes are descriptive action words, interpretive action words, state verbs, and
adjectives, where the first is the least abstract class, the latter the most abstract [38, 118].
Maass & Salvi [90] then defined the term linguistic intergroup bias, which is based
on the idea that depending on the anticipated behavior of in-group and out-group
members, more abstract or more concrete language is used. Maass & Salvi [90] illustrate
this with the following example, considering the hypothetical scenario where "Person
A is hitting Person B’s arm with his fist" [90, p. 982]. Describing this scenario using
the least abstract form of language, one could say, "A is punching B" [90, p. 982]. This
entails no kind of valuation or implication and only describes what has happened. In
contrast, using the most abstract form of language, one could say "A is aggressive" [90,
p. 982]. This might or might not be true and cannot be judged from the pure fact that A
hit B [90]. The use of such language is often subtle and reinforces stereotypes [15, 90].

Framing Bias
Framing bias is defined as the use of "[...] subjective words or phrases linked with a
particular point of view" [108, p. 1650] and by that swaying the meaning of a statement
[108]. Such subjective words are either one-sided terms or subjective intensifiers [108].
One-sided terms are words that "[...] reflect only one of the sides of a contentious issue"
[108, p. 1653], for example "pro-life" vs. "anti-abortion" [108]. Both terms refer to the
same movement, however, from completely opposite viewpoints. Subjective intensifiers
are adjectives or adverbs that reinforce the meaning of a sentence, for example, "fan-
tastic" vs. "accurate" [73, 108]. According to Recasens, et al. [108], the occurrence of
framing bias is rather explicit.

Epistemological Bias
Epistemological bias describes the use of "[...] linguistic features that subtly [...] fo-
cus on the believability of a [statement]" [108, p. 1650]. For example, using the word
"stated" conveys higher veracity than the word "claimed" [108]. Word classes associated
with epistemological bias are factive verbs, entailments, assertive verbs, and hedges
[108]. Factive verbs are verbs that indicate truthfulness [108]. For example, "He real-
ized that..." indicates that the ensuing statement is true [108]. In contrast, "He thinks
that..." does not imply the truthfulness of the following statement. Entailments are
relations where one word implies the truth of another word [108]. These relations
are directional, which means they only hold in one direction. For example, the word
"murder" entails "kill" because murdering someone implies that this person has been
killed, whereas the opposite direction is not true, as "killing" does not necessarily
imply "murder" [108]. Another feature is assertive verbs which, as the name already
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indicates, asserts a statement [108]. This is closely related to factive verbs but focuses
more on the neutrality of a statement. For example, verbs like "say" or "state" are
usually perceived as neutral, whereas "claim" indicates doubt [108]. Lastly, hedges are
certain words used to introduce vagueness to a statement [108]. For example, words
like "may", "possibly", or "eventually" make a sentence less committed to the truth
[108]. In contrast to framing bias, epistemological bias is rather subtle and implicit [108].

Bias by Semantic Properties
This type of bias, defined by Greene & Resnik [59], explains how so-called "semantic
properties" trigger bias [59]. Similar to framing bias and epistemological bias, bias by
semantic properties is also based on the idea that the way how something is framed
changes its meaning. The difference, however, is that framing and epistemological bias
refer to what words are used, whereas bias by semantic properties refers to how the
sentence is structured. Greene & Resnik [59] explain this by means of the following
example. The sentence "A soldier veered his jeep into a crowded market" [59, p. 503]
puts the focus on the soldier as the executive character. By slightly reframing the
sentence to "A soldier’s jeep veered into a crowded market" [59, p. 503], the focus shifts
from the solider to an unknown object. The actual statement of the sentence remains the
same - a jeep crashed into a market - but without particularly blaming anyone for it [59].

Connotation Bias
Lastly, connotation bias refers to the idea that the use of connotations introduces bias to
a statement [107]. To fully understand this type of bias, one must know the difference
between the denotative meaning of a word and its connotative meaning. The denota-
tion of a word is its literal meaning. The connotation, however, refers to a secondary
meaning besides its literal meaning and is usually linked to certain feelings or emotions
associated with a particular point of view [107]. For example, "undocumented worker"
and "illegal alien" both have the same denotation, i.e., both words literally mean the
same group of people [137]. However, the connotations, i.e., the secondary meanings,
of the two words are certainly different [137].
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2.2.2 Text-level Context Bias

Similar to linguistic bias, this subcategory also refers to the question of how something
is said. The difference is, however, biases of this category consider the statement’s
context. Based on the context, certain words or statements included in the article alter
the context and, by that, influence the reader’s opinion [5, 19, 30, 48, 73, 92, 98]. Bias
types belonging to this category are statement bias, phrasing bias, and spin bias, which
in turn consists of omission bias and informational bias.

Statement Bias
Statement bias refers to when "[...] members of the media [...] interject their own opin-
ions into the text[...] " [30, p. 136], which in turn leads to certain news being reported in
a way that is more or less favorable towards a particular position [30]. These opinions
can be very faint and are expressed "[...] by disproportionately criticizing one side[...] "
[19, p. 250] rather than "[...] directly advocating for a preferred [side] [...]" [19, p. 250].

Phrasing Bias
This type of bias is characterized by the use of inflammatory words, i.e., language that
is non-neutral [73]. The difficulty is that depending on the context, a word can change
from being neutral to being inflammatory. Hence, the inter-dependencies between
words and phrases must be considered, and whether the statement becomes more
neutral when the word is exchanged [73]. For example, not every statement containing
the word "murder" is biased (cf. "He was convicted of murder" [73, p. 4]). However,
depending on the context, "murder" becomes an indicator for bias (cf. "An abortion
is the murder of a human baby" [73] vs. "An abortion is the intentional ending of a
pregnancy"3).

Spin Bias
Spin bias describes a form of bias introduced either by leaving out necessary infor-
mation [92, 98], or by adding unnecessary information [5, 48]. This stems "[...] from
[the] newspaper’s attempt to tell a simple and memorable story" [98, p. 2], in order to
attract as many potential readers as possible and "[...] to survive in the media market"
[5, p. 531].

Spin bias can further be divided into omission bias and informational bias. Omission
bias is defined as the act of omitting words from a sentence [92], which is also called
simplifications [92, 98]. Informational bias is defined as the act of adding speculative,
tangential, or irrelevant information to a news story [48], which is also referred to as
exaggerations [5, 48].

3 https://dictionary.cambridge.org/us/dictionary/english/abortion; accessed on 2022-02-25
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2.2.3 Reporting-level Context Bias

The reporting-level context bias category assembles all types of bias that occur on the
reporting level. Compared to the text-level context bias, which observes bias within an
article, bias types of this category observe reasons that trigger unequal coverage of, or
imbalanced attention for certain topics [19, 30, 50, 113]. Types of bias belonging to this
category are selection bias, proximity bias, and coverage bias.

Selection Bias
Selection bias, also called gatekeeping bias, refers to the selection process where "[...]
writers and editors select from a body of potential stories [...]" [30, p. 135]. Obviously,
not all news events can be reported on due to the limited resources of the newspapers.
However, these decisions are also prone to bias as personal preferences might influence
this decision-making process [30, 98, 113, 138].

Coverage Bias
Coverage bias describes the situation where two or more sides of an issue receive
imbalanced amounts of attention, for example, pro-life vs. pro-choice statements [30].
The level of attention can be measured either, for example, in absolute numbers (e.g.,
there are more articles discussing pro-life than pro-choice topics), or as how much
space the topics get in a newspaper (e.g., printed on the front page), or as the length
of the article (e.g., pro-life articles are longer and receive more in-depth coverage than
pro-choice articles) [30, 113].

Proximity Bias
This type of bias, similar to coverage bias, also refers to certain events or topics receiving
less attention than others. The difference, however, is that proximity bias focuses on
cultural similarity and geographic proximity as decisive factors. Newspapers tend
to report more frequently and more in-depth on events that happened nearby [113].
Additional evidence exists that the more culturally similar a country is, the more likely
it is that events from that region or country will be reported, and the coverage will be
more in-depth [50, 113]. On the contrary, the more culturally distinct a country is, the
more likely it is that only big events are reported (e.g., natural disasters), or that only
stereotypical news is reported (e.g., political instability) [50]. In his work, Galtung [50]
also observes that countries usually report on the same group of foreign countries. For
example, the U.S. tend to report more extensively on Latin America, whereas Great
Britain rather reports on the British Commonwealth countries.
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2.2.4 Cognitive Bias

Cognitive bias is defined as "[...] a systematic [...] deviation from rationality in judg-
ment or decision-making" [18, p. 1]. In other words, cognitive bias refers to systematic
errors in the decision-making that lead to irrational judgments [18]. Such misjudgments
potentially influence how news consumers perceive the news and lead to different
perceptions of media bias. A concept that is closely related to the perception of media
bias is the hostile media effect. This term describes the phenomenon where members
of opposing groups both rate the news article as biased against their own point of
views [131]. Many research exists that observe the factors influencing the appearance
of the hostile media effect and its strength. Consequently, these papers are highly
media-focused. Apart from that, research on cognitive bias examines its causes on a
more abstract level. From these two viewpoints, factors are derived that explain the
cognitive bias in the context of media bias. These factors are political ideology, the
existence of echo chambers, the level of involvement, which is further divided into
political involvement and emotional involvement, the source reputation, the level of
bias awareness, and limited cognitive or mental resources.

Political Ideology
The political ideology of individuals shapes the way how news is perceived [32]. The
literature provides evidence that Republicans are more likely to distrust the media
compared to Democrats and hence, are more likely to perceive media as biased [47, 57,
87].

Existence of Echo Chambers
The social environment of an individual influences the individual’s decision-making
[18]. With regard to media bias, researchers observe that discussions with like-minded
others and the existence of echo chambers (i.e., being in a bubble "[...] where only
certain ideas, information and beliefs are shared" [42, p. 729]) lead to a significantly
greater perception of bias [42, 47]. This phenomenon has also been observed in the
online environment, for example, by Houston, et al. [70], and by Lee [85], both finding
that user comments influence how news articles are perceived.

Level of Involvement
From a broader perspective, one cause of cognitive bias is the individual’s emotions
and its level of affection, as they shape its decision-making [18]. Furthermore, existing
literature provides evidence that the level of involvement has an influence on media bias
perception. Hence, the following two factors have been derived from multiple existing
research: the level of political involvement and the level of emotional involvement.

First, the level of political involvement refers to the level of partisanship, i.e., how
strongly an individual is committed to a political party. Existing work shows that
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those with stronger party affiliation were more likely to perceive media as hostile
towards their own point of view [47, 57]. In addition, evidence exists that higher group
assimilation leads to higher partisanship which in turn leads to stronger hostile media
effect [109].

Second, the level of emotional involvement refers to how strongly individuals identify
themselves with a particular topic. For example, gun owners are more likely to perceive
an article about a stronger gun control law as hostile towards their point of view
because they are emotionally more involved than non-gun owners [144]. This personal
consternation, also with the potential consequences of such a stronger gun control
law, consequently leads to stronger emotions in general, which in turn influences the
perception of bias [7, 144].

Source Reputation
Existing research shows that balanced articles are perceived as more or less hostile,
solely depending on the media outlet [6, 8, 62, 130]. On the one hand, this applies to
news sources that are incongruent with the individual’s political orientation [142]. For
example, a study shows that Muslims perceived articles in favor of Muslims when they
were associated with a Muslim newspaper but biased against Muslims when it was
associated with a Christian newspaper [6]. On the other hand, this effect also refers to
the outlet’s general reputation. For example, news stories published by Fox News are
generally perceived to be biased towards Republican’s point of view as Fox News is
known to be in favor of conservatives the Republican party [11].

Level of Bias Awareness
The level of bias awareness refers to the individual’s knowledge about bias. Spinde,
et al. [122] observe that the way how bias is presented to the readers influences their
bias awareness. This means presenting readers an article where biased sentences are
marked improves the reader’s awareness about that bias. In a complementary work,
Spinde, et al. [123] show that annotators’ training on media bias detection significantly
increases annotation quality. Consequently, obtaining higher awareness of bias in the
media, either through well-chosen visualizations of bias or through specific training,
has an influencing effect on the perceptions of bias. Thus, the strength of the hostile
media effect decreases, as skilled readers are less likely to falsely perceive news as
biased.

Limited Cognitive or Mental Resources
Another cause for cognitive bias is the "[...] limited processing capacity of the human
mind" [18, p. 2]. Sometimes, the human brain is not capable of processing all cognitive
stimuli and experiences a mental overload. As a result, "[...] the mind uses [...] mental
shortcuts [...]" [18, p. 4] to jump to a conclusion without making a rational decision [18].
With regard to the media environment, this is the case when news consumers are faced
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with an oversupply of news stories. This informational overload results in individuals
reading only a small subset of newspapers [65] or dealing with only one side of an
issue. Consequently, this might reinforce the perception of media bias, as the risk of
sliding into an echo chamber or collecting only one-sided information increases.

2.2.5 Related Concepts

Concepts belonging to this category are no bias types per se but are often mentioned
in the context of media bias. The definitions and how they relate to media bias are
explained in the following.

Framing Effects
The concept of framing effects is based on the idea that media discourse is a dynamic
process that is structured in frames [132], i.e., "[...] interpretive packages that give
meaning to an issue" [51, p. 3]. As a consequence, such frames might lead "[...] to
promote a particular interpretation" [46, p. 164] or to highlight certain aspects while
others are overlooked [46, 51]. By that, frames and the resulting framing effects partly
change the way how news consumers perceive news. Therefore, framing effects can be
viewed as a generic term that comprises all the biases resulting from news frames.

Hate Speech
Hate speech is defined as any kind of "[...] language that is used to expresses hatred
towards a targeted group or is intended to be derogatory, to humiliate, or to insult the
members of the group" [33, p. 512]. Hateful language can manifest in different ways,
for example, statements that mean to derogate, insult, or humiliate a person based on
stereotypical characteristics like gender, nationality, sexual orientation, or religion [33,
97, 134]. Consequently, hateful language includes various types of biased language.
For example, a statement containing gender bias can also be considered to be hateful
language. Embedding hate speech within the media bias context, a logical implication
is that any statement or article that contains hateful language is considered to be biased.
In other words, hateful language is an indicator of bias. However, hate speech is no
separate bias type because hateful language can manifest through different bias types,
for example, through statement bias, phrasing bias, or connotation bias, to only name
a few. Thus, it is most accurate to consider hate speech as a related concept. More
precisely, to declare hate speech as a bias mechanism that introduces bias to articles or
statements. The consequences of hate in media content are severe, as it might reinforce
tension or hatred between groups or countries and thus encourage violent activities
[120]. Existing work on hate speech is wide-ranging, but most research focuses on
online content, e.g., user-comments of Facebook or Twitter [2, 33, 97, 112, 119, 134, 145].
Existing approaches for hate speech detection will be further elaborated in Section 2.3.3.
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Gender Bias
Gender bias is defined as the "[...] dominance [...] of one gender over the other" [27,
p. 495], which leads to "[...] the less dominant gender [being] underrepresented and
stereotypes appear [...]" [27, p. 495]. As already mentioned in the above paragraph,
gender bias can be a form of hate speech. However, in the context of media bias, gender
bias is also expressed in different forms, apart from language cues. In the literature,
sufficient evidence for the existence of gender bias in the media exists. For example,
men, compared to women, are significantly more often the main character of a news
story, leading to significantly lower coverage about female characters in general [3,
34]. Davis [34] also observes that news stories featuring female characters are usually
"[...] shorter stories and those with smaller headlines [...]" [34, p. 458]. In addition,
women are quoted significantly less often than men and are identified more often "[...]
by personal information such as attire, physical description, [or] marital and parental
status [...]" [34, p. 457].

At this point, it is important to highlight that Davis’s work is from 1982, which is 40

years ago, and justifies the question of whether his findings are still valid today. With
ongoing discussions about gender equality and women’s empowerment, one might
assume that news coverage about women changed and brought into line with that
of men. However, more recent work shows there is still an unequal level of coverage
of males and females in the news. In 2010, Ali, et al. [3], also find that men are
significantly more often reported on than women, but they outline that the level of
unequal coverage is different within different topics. For example, "[...] articles about
sports or business are among the most gender-biased, while articles in entertainment
are the least gender-biased" [3, p. 37].

More work on unequal coverage of women exists, for example, the one by Min &
Feaster [95], who observe that the reporting on missing children is less for girls than
boys. The examples stated are clearly some sort of coverage bias or selection bias. Never-
theless, gender bias does not only manifest via those two forms exclusively but can also
be expressed in the form of bias types assigned to linguistic bias or text-level context
bias [31]. To demonstrate this, consider Davis’s [34] example that women are more often
described via personal information. Adding, for example, the marital status to a news
story only because the person in question is female and not because the information
is relevant for understanding the story is a sort of spin bias. Another exemplification
stems from the fact that the public generally expects nurses to be female and doctors
to be male [15, 27]. These stereotypical expectancies may introduce bias to the news
in the form of linguistic bias types. Lastly, unequal levels of coverage, as described
by Ali, et al. [3], might be a form of selection bias or coverage bias. Consequently,
gender bias should not be assigned to one bias category or bias type only. Similar to
hate speech, gender bias should also be considered as bias mechanism that manifests
through different bias types.
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Racial Bias
Racial bias is defined as the systematic disproportionate under- or overrepresentation
of minority groups in a specific context [95]. The idea behind racial bias and gender
bias is relatively similar. Hence, the following two arguments that have been stated
for gender bias also apply to racial bias. For one thing, this is that racial bias can be a
form of hate speech, and second, that in the context of media bias, racial bias can take
on different forms of bias. Also here, sufficient evidence exists in the literature for the
existence of racial bias in the media environment. However, the separation of racial
bias and gender bias is not always as clear. For example, Gershon, et al. [54] observe
that "[...] minority congresswomen often receive more negative and less frequent media
coverage than all other representatives" [54, p. 105]. Here, the authors combine racial
and gender factors and come to the conclusion that the observed behavior only refers
to minority congresswomen. Being a woman or being a minority alone does not have
such an impact [54].

A similar research objective has been observed by Min & Feaster [95], who have
discovered that the reporting on missing children is heavily biased based on their race
and gender. Their work presents evidence that the news covered the missing of girls
significantly less than the missing of boys as well as the missing of African American
children less than the missing of non-minority children [95]. These findings contradict
the findings of Gershon, et al. [54] and allow the implication that both factors, gender,
and race, have impacts independent of each other.

In addition to that, other scholars discovered that minority groups were more of-
ten presented as criminals, i.e., in a bad light, whereas majority groups were rather
presented as victims, i.e., in a good light [26, 37]. The reasoning why racial bias is
considered as a related concept follows a similar pattern as for gender bias and hate
speech. Consequently, also racial bias is considered as a bias mechanism that introduces
bias through different bias types.

Sentiment Analysis
Sentiment analysis is a natural language task and refers to the process of analyzing
text with respect to its emotional content, mood, or opinion [16, 45]. The sentiment of a
statement contains great informational values, which are helpful to various amounts of
problems [74]. For example, past research has applied sentiment analysis for all kinds
of tasks, for example, to predict movie reviews or stock market behavior [45], or to
observe how citizens of different countries reacted to the COVID-19 outbreak at the
beginning of 2020 [41].

In the context of media bias, sentiment analysis can be used to detect bias in state-
ments or articles. For example, Enevoldsen & Hansen [45] have studied if sentiment
analysis can be used to detect political bias in Danish newspapers. The results show
that the articles about the left-wing party contain more positive sentiment than the
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articles about the right-wing party [45]. A similar approach has been pursued by Ham-
borg & Donnay [64], who build a model to detect target-dependent sentiment (TSC)
classification in newspaper articles. TSC is a sentiment analysis task that aims to find
the polarity towards a target [64]. In addition to that, sentiment analysis can be also be
helpful to detect hate speech, which, as derived above, is one form of biased language
[2, 112]. For example, Rodríguez, et al. [112] used sentiment and emotion analysis to
detect hate speech on Facebook. Hube & Fetahu [72] made the facile assumption that
any statement that contains some kind of sentimental polarity is consequently not
neutral, and therefore, the statement is considered to be biased.

The existing literature on sentiment analysis demonstrates that it can be a valuable
task to observe bias in the media environment. Consequently, sentiment analysis can
be considered as a detection mechanism for the identification of media bias. Further
sentiment analysis approaches will be discussed in more detail in Section 2.3.2.

2.2.6 Summary: Theoretical Framework

In summary, what has been discussed in this Section is that media bias is a complex
phenomenon that manifests through different bias types and utilizes several mecha-
nisms. In order to provide a neat framework, the concept has been divided into four
categories. First, linguistic bias consists of linguistic intergroup bias, framing bias,
epistemological bias, bias by semantic properties, and connotation bias. Bias types
of this category influence how a statement is framed independent of the sentence’s
context, typically through linguistic or grammatical cues. Second, bias types belonging
to text-level context bias are statement bias, phrasing bias, and spin bias, which in
turn splits into omission bias and informational bias. This category also affects how
a statement is framed, but, in contrast to linguistic bias, here, the statement’s context
plays a role. The third category, reporting-level context bias, views media bias on a more
abstract level. The bias types belonging to this category are selection bias, proximity
bias, and coverage bias and influence what is reported on. Fourth, cognitive bias refers
to how news consumers perceive news and what factors lead to a differing perception
of media bias. These factors are the political ideology, the existence of echo chambers,
the level of political or emotional involvement, the source reputation, the level of bias
awareness, and the available cognitive or mental resources. Depending on how strong
these factors are, individuals perceive news as more or less biased. Lastly, several
related concepts have been aggregated into a fifth category called related concepts.
These related concepts are no bias types per se and hence cannot be assigned to one
media bias category exclusively. Concepts belonging to this category are framing effects,
hate speech, gender bias, racial bias, and sentiment analysis.
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2.3 existing approaches

The preceding Section 2.1 provides a detailed definition of the concept of media bias.
The drawback of the current state-of-the-art research has been outlined, which is the
missing of a universal theoretical framework for media bias research. To fill this gap, the
media bias framework has been presented. In addition, media bias has been embedded
within the context of other related concepts. Two of these concepts are considered to be
particularly important: sentiment analysis and hate speech. As outlined above, hateful
language is an indicator of bias. Hence, hate speech detection is relevant when studying
media bias. In addition, sentiment analysis is a valuable technique to detect media bias
[45, 64, 72] and hateful language [112]. As a logical implication, sentiment analysis and
hate speech detection are relevant related concepts. In the following Section, a brief
summary of the current state-of-the-art approaches for the three concepts is provided.

2.3.1 Automated Media Bias Detection

A glance at the literature reveals that many different approaches for the automatic
detection of media bias exist. Roughly, existing work can be split into two areas: those
that apply machine learning algorithms to detect bias and those that apply more
advanced self-learning models.

Such machine learning approaches have, for example, been applied by Recasens, et
al. [108], who trained a logistic regression model in order to detect bias-inducing words
in a biased sentence. Similar to that, Hube & Fetahu [72] also trained a supervised
model to detect bias on sentence level. A slightly more sophisticated approach has been
proposed by Baumer, et al. [12], who adopt a variety of machine learning algorithms to
detect biased language. For example, Stochastic Gradient Descent, Logistic Regression,
or k-Nearest Neighbor has been adapted, with the result that Naive Bayes performs
best [12]. Testing multiple algorithms and comparing their performance is a common
procedure. Spinde, et al. [127] also have adopted various machine learning approaches
to detect bias-inducing words on article level. For example, Linear Discriminant Analysis
(LDA), Support Vector Machines (SVM), or Logistic Regression algorithms have been
implemented with the result that XGBoost, a decision tree implementation, performs
best [127]. Lastly, another machine learning approach has been proposed by Chen, et al.
[24], who applied a Gaussian Mixture Model to improve bias classification.

In contrast to that, the use of self-learning language models has become increasingly
popular. Applying deep learning approaches like Recurrent Neural Networks (cf. [25,
73]) or transformer models like BERT (cf. [48, 125]), ELECTRA (cf. [125]), or XLNet
(cf. [125]) allow for a more advanced classification approach. These neural models
enable sequential text processing, which allows capturing the contextual embedding of
a word [73] and by that improves bias detection. In addition, the fine-tuning of existing
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language models with multi-task learning approaches leads to improved media bias
detection [124]. Spinde, et al. [124] argue that multi-task learning is especially valuable
in cases of scarce data, which applies to media bias detection as high-quality datasets
are rare.

Lastly, alternative approaches exist, for example, by Hamborg, et al. [67] who have
pursued an NLP-based approach, where word embeddings have been used to detect
bias in news articles.

2.3.2 Sentiment Analysis

Studying the literature for sentiment analysis reveals that the number of existing
approaches can be divided into three main areas. First, the most basic approaches for
sentiment analysis are lexical approaches. The main idea is to create word lexicons that
contain for each word its polarity (positive, negative) [16, 40]. In the literature, some
of these dictionaries are referenced. First, there are dictionaries like LIWC4, Harvard’s
General Inquirer (GI)5, or Cambridge’s Hu-Liu04

6 lexicon, which contain a binary
label for each word’s polarity (positive, negative) [74]. However, other dictionaries exist
where words are linked to sentiment intensity, for example, SentiWordNet or SenticNet
[74]. Given such lexicons, the overall polarity of a sentence can then be determined
by adding up each word’s polarity [16]. For example, Enevoldsen & Hansen [45]
applied such a dictionary-based approach to detect the sentiment of Danish newspaper
articles. The authors derived the mean sentiment score for each article based on the
Danish sentiment dictionary AFINN [45, 103]. Just recently, Dubey [41] adapted a
lexical approach to classify Twitter data on COVID-19 with regard to sentiment. The
author used the R package "syuzhet"7, which "[...] classifies the tweets on the basis of
sentiments (positive and negative) and also categorizes them into 8 emotions [...]" [41,
p. 3].

Another large area of sentiment analysis research focuses on the application of
machine learning approaches to detect bias. Common algorithms like Naive Bayes,
Support Vector Machines, Ensemble Learner, or Maximum Entropy have been used to
detect a statement’s sentiment (cf. [58, 68, 101]). The existing literature shows that the
most frequently used algorithms for sentiment detection are Support Vector Machines
and Naive Bayes [16]. Some scholars also propose combined approaches [40], for
example, Joyce & Deng [80] using the OpinionFinder Lexicon [139] together with Naive
Bayes algorithm to get the sentiment of tweets.

4 https://www.liwc.app/
5 http://www.mariapinto.es/ciberabstracts/Articulos/Inquirer.htm
6 https://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html
7 https://cran.r-project.org/web/packages/syuzhet/vignettes/syuzhet-vignette.html
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Similar to media bias detection, an increasing amount of researchers implement more
advanced deep learning approaches to detect sentiment. For example, Wang, et al. [133]
have proposed a CNN-LSTM model that is able to differentiate partial information
from the text input. Other neural network-based approaches consider variations of
Recurrent Neural Networks (cf. [1]) or applied combined attention-based approaches (cf.
[10]). In order to overcome shortcomings of, for example, Recurrent Neural Networks,
Transformer based architectures are proposed (cf. [52, 77]).

2.3.3 Automated Hate Speech Detection

Given the large amounts of hate speech research, existing work can be divided into
three categories. The first category refers to rule-based approaches [4, 96]. The idea
behind these methods is that the text is classified for hate based on a set of rules. These
rules are manually created but enriched by word lists and linguistic cues, for example,
grammar, morphology, or semantics [4, 96]. For instance, Gitari, et al. [56] build a
rule-based classifier to detect hate speech, using three features: word polarity, a hate
lexicon, and grammatical patterns [56]. Such rule-based approaches usually achieve
high accuracy but are very time-intense [4]. Rodríguez, et al. [112] introduce a different
approach whose goal is to detect hate speech on Facebook. To achieve this, the authors
first deduce a sentiment analysis and then clustered the posts accordingly [112].

Another part of existing research applies machine learning algorithms to build a hate
speech classifier [96]. Similar to media bias detection and sentiment analysis, standard
algorithms are used, for example, Support Vector Machines (cf. [119, 134]) or Logistic
Regression (cf. [33]). In addition, existing literature proposes that hate speech is a
multi-class classification problem rather than binary class. For example, Davidson, et al.
[33] point out that supervised machine learning methods are error-prone as they fail
to detect the slight differences between hateful language and other kinds of offensive
language.

The third category of automated hate speech detection refers to deep learning ap-
proaches [96]. The state-of-the-art approaches for hate speech detection are similar as
already mentioned for media bias detection and sentiment analysis. For example, ap-
proaches exist where variations of Convolutional Neural Networks are implemented (cf.
[145, 146]) or where multi-task learning approaches are combined with a BERT-based
language model [97].

2.3.4 Summary: State-of-the-Art Approaches

What has been outlined in this Section 2.3 is that similar state-of-the-art approaches for
all three concepts exist. This is no surprise as media bias detection, sentiment analysis,
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and hate speech detection are all three a subtask of text classification. From a broader
perspective, supervised machine learning and deep neural models are promising ap-
proaches for the three concepts. In general, the implementation of transformer language
models has a wide range of applications, where media bias detection, sentiment anal-
ysis, and hate speech detection are only a small variety. In most cases, these more
sophisticated models outperform the supervised learning approaches.

2.4 existing datasets

As demonstrated in Section 2.3 a large variety of different text classification approaches
exists. These techniques usually require labeled data for the training or fine-tuning
process of the particular algorithm. However, collecting sufficient amounts of data
and getting high-quality annotations is difficult [91, 124]. In the following, a listing of
existing datasets for media bias detection, sentiment analysis, and hate speech detection
is provided.

2.4.1 Media Bias Datasets

For media bias research, most of the existing datasets provide annotations on sentence
level [25, 49, 72, 73, 88, 108] with some having additional information on word-level
[12, 125, 126], but a few exceptions provide labels on article-level [28, 48, 89]. A few of
the articles are domain-specific, i.e., referring to only one news event or topic [12, 28,
49, 89], but most of the data refers to several topics. In the following, an overview is
provided.

• NPOV Corpus - 1 [108]. NPOV stands for "neutral point of view" and refers to
Wikipedia’s policy to ensure that all articles are written from a fair and non-biased
point of view8. Recasens, et al. [108] created a dataset by extracting all articles
that had been in Wikipedia’s category of NPOV disputes9 and then further split
the articles into sentences. Each article consists of a set of revisions, i.e., different
versions of the article. The authors then extracted all words that had been changed
from one version to the other, called edits. Hence, each edit contains of a before
word and an after word.

• NPOV Corpus - 2 [73]. Hube & Fetahu [73] also created a dataset by collecting all
Wikipedia articles that had been in Wikipedia’s category of NPOV. The authors
then asked crowdsource workers to annotate each statement with regard to the
presence of bias. The final dataset contains statements labeled as biased or neutral.

8 https://en.wikipedia.org/wiki/Wikipedia:Neutral_point_of_view
9 https://en.wikipedia.org/wiki/Category:All_Wikipedia_neutral_point_of_view_disputes



24 related work and theoretical embedding

• Wikipedia dataset [72]. Hube & Fetahu [72] created a dataset by collecting the
latest Wikipedia articles with each statement being labeled as biased or unbiased.

• Framing dataset [12]. Baumer, et al. [12] published a domain-specific dataset by
collecting political news articles. The final dataset consists of a number of articles
where each word has been annotated for framing.

• Single-event articles [89]. This dataset created by Lim, et al [89] contains news
articles to one single event, "Black men arrested in Starbucks", that has been
annotated with the labels not biased, slightly biased, fairly biased, and strongly
biased.

• Ukraine crisis dataset - 1 [28]. Cremisini, et al. [28] present a dataset that contains
news articles that are related to the Ukraine crisis. Each article was manually
rated as either pro-Russian, pro-Western, or neutral.

• Ukraine crisis dataset - 2 [49]. Färber, et al. [49] extended the previously men-
tioned dataset by Cremisini, et al. [28] by annotating it on sentence-level with
regard to bias dimensions. These dimensions are Hidden Assumptions and
Premises, Subjectivity Framing, and Overall Bias.

• MBIC [126]. MBIC stands for Media Bias Including Characteristics and is a dataset
compiled by Spinde, et al. [126]. This dataset consists of sentences that had been
annotated for bias with labels on sentence-level and word-level. On sentence-level,
annotators had been asked to label the sentence as biased or non-biased and if
the sentence expresses an opinion. On word-level, annotators had to state which
the bias-inducing words are.

• BABE [125]. BABE stands for Bias Annotations By Experts and is a dataset that
was built on top of MBIC [125, 126]. It contains sentences that have been labeled
on sentence-level and word-level by expert annotators. The annotator-schema was
the same as for MBIC [125].

• BASIL [48]. BASIL stands for Bias Annotation Spans on the Informational Level
and is a dataset created by Fan, et al. [48]. The authors collected sets of articles
where each set refers to a similar news event. The articles have been annotated
on the article level with labels on the overall polarity and on sentence-level with
labels on bias type, bias target, bias polarity, bias aim, and whether the biased
statement is a quote.

• LimA [88]. This dataset, conceived by Lim, et al. [88] consists of sentences referring
to four different events. The sentences had been annotated by crowdsource
workers with labels on the sentence’s bias.
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• ChenA [25]. Chen, et al. [25] created this dataset by first collecting articles from all-
sides.com10, containing labels on topic and political bias. Then the authors added a
fairness label provided by ad fontes media. Lastly, each sentence had been labeled
either as political bias, unfairness, or non-objectivity, where the labels were in
turn derived from the ad fontes media labels.

2.4.2 Sentiment Analysis Datasets

The majority of existing sentiment datasets are compiled of Twitter data [58, 114, 117,
129], only the dataset created by Hamborg & Donnay refers to newspaper articles [64].
However, the annotation schema varies between the different datasets. Some contain
sentiment labels on tweet-level [58, 117, 129], whereas others sentiment information
on target-level [64, 114]. Also, the terms used to label sentiment and the number of
sentiment classes are inconsistent. The most general case is labels for positive, negative,
and neutral [58, 129], but sometimes sentiment classes are added, for example, a label
for mixed sentiment or other [114].

• Stanford Twitter Sentiment (STS)11 [58]. This sentiment dataset has been compiled
by Go, et al. [58] and contains tweets labeled as positive, negative, or neutral. It
consists of a training set and a test set, with the test set being manually labeled.

• STS-Gold [114]. This corpus has been constructed based on the STS dataset,
but annotations are on tweet and target level. The number of labels have been
expanded by adding the two additional labels mixed, and other [114].

• Sentiment Strength Twitter dataset (SS-Twitter)12 [129]. This dataset has been
constructed by Thewall, et al. [129] and contains tweets that have been annotated
for their sentiment strength. This means, labels for negative sentiment are on a
scale from -1 (not negative) to -5 (extremely negative), and on a scale from 1 t0 5

for positive sentiment respectively [129].

• SemEval datasets13 [117] SemEval is a once-a-year international workshop on
semantic evaluation. As part of the event, the respective datasets are provided for
download. For example, the SemEval2014 dataset14 contains Twitter data which
have been labeled on tweet-level as positive, negative, or neutral [78]. Datasets
from other years exist as well [114].

10 https://www.allsides.com/unbiased-balanced-news
11 http://help.sentiment140.com/home
12 http://sentistrength.wlv.ac.uk/documentation/
13 https://semeval.github.io/
14 https://alt.qcri.org/semeval2014/task9/index.php?idDdata-and-tools
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• NewsMTSC15 [64]. This dataset created by Hamborg & Donnay [64] contains
sentences that were annotated with labels on the sentence’s target and whether
the polarity towards the target is positive, negative, or neutral.

2.4.3 Hate Speech Datasets

The vast majority of hate speech datasets consist of social media data like Twitter [33,
135, 136] or Stormfront [55], a white supremacist forum. Some of the data have binary
labels [55], although the majority of annotations consist of three or four labels [33, 36,
117, 135, 136]. To ensure transparency, the names for the datasets in the following list
have been adopted from MacAvaney, et al. [91].

• HatebaseTwitter16 [33]. This dataset has been created by Davidson, et al. [33] and
consists of Twitter data. The tweets have been labeled as hate speech, offensive
language, or neither.

• WaseemA17 [136]. This dataset also contains of Twitter data and was annotated
with labels for racist, sexist, or neither.

• WaseemB18 [135]. With this dataset, Waseem [135] extended the previously created
dataset by Waseem & Hovy [136]. The annotation schema is similar to WaseemA,
except that one more label has been added. Hence, this dataset categorizes Twitter
data into racist, sexist, neither, or both.

• Stormfront19 [55]. This dataset contains binary annotated data from Stormfront.
The labels are either hate or no hate.

• HatEval20 [117]. This dataset is from the SemEval competition 2019 (Task 5) and
is annotated on hate and aggression, and additionally contains a label for the
sentence’s target [91, 117].

• Kaggle21 [36, 91]. This dataset was published by Kaggle for one of Kaggle’s com-
petitions. The data used for this competition is social media data and contains
binary labels on insult [36, 91].

15 https://github.com/fhamborg/NewsMTSC
16 https://github.com/t-davidson/hate-speech-and-offensive-language
17 http://github.com/zeerakw/hatespeech
18 http://github.com/zeerakw/hatespeech
19 https://github.com/Vicomtech/hate-speech-dataset
20 https://competitions.codalab.org/competitions/19935

21 https://www.kaggle.com/c/detecting-insults-in-social-commentary
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2.4.4 Summary: Existing Datasets

In sum, a wide range of datasets for the three tasks exists but with the drawback that
annotations are not uniform. The respective labels are often against the background
of various media bias types for media bias. For example, the dataset of Baumer, et
al. [12] refers to framing bias, whereas the dataset of Chen, et al. [25] aims to detect
more detailed types of media bias. Some researchers even completely adjust the dataset
labels to match their respective research goals, for example, by labeling sentences as
pro-Russian, pro-Western, or neutral [28]. A similar problem occurs for sentiment
datasets, as some datasets label the sentiment polarity (cf. [58, 117]), whereas others
measure the strength of the polarity (cf. [129]). Unsurprisingly, the same ambiguity
occurs for hate speech datasets, as some data are labeled for hate, others for insult or
aggression.

Also, the label target is not always comparable, as in some datasets the labels are on
statement-level (cf. [33, 58, 108]), for others its on article-level (cf. [89]), and in some
cases the annotations are even target-related (cf. [64]).

2.5 filling the gap

What has been discussed so far is that media bias is a complex phenomenon that can
manifest in various ways. In Section 2.1 the most common definitions of media bias are
presented, and the differences between individual bias types are explained. It becomes
clear that no universal definition of media bias exists, and often, researchers refer to only
certain types of media bias. In general, the existing literature provides valuable insights.
However, many scholars do not consider the bigger picture when conducting their
research. Consequently, it is hard to summarize the current state-of-the-art research.

This lack of a theoretical framework is a significant drawback of media bias research.
This thesis aims to fill this gap by defining a first-of-its-kind media bias framework (C1).
This framework has already been presented in Section 2.2 and visualized in Figure 2.1.
It divides media bias into four categories and assigns different bias types to these
categories. In addition, the framework allows better embedding of media bias within
the context of other related concepts, which eventually allows a better understanding
of the concept of media bias and potentially guides future research more concretely.

Based on the conducted literature review, it has been observed that the majority of
media bias research focuses on explaining

• why bias occurs in the news,

• how to detect bias in a statement, an article, or on reporting level, and

• why news consumers perceive news as biased at all.
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As already explained in Section 2.2.5, hate speech, and sentiment analysis are two
concepts of high informational value for media bias research. The existing literature
shows that all three concepts are highly connected. Sentiment Analysis is related to
media bias when assuming that a polarized sentence (positive or negative) is considered
to be non-neutral and hence biased [72]. Only a few sentiment analysis approaches
exist against the background of media bias. Here, the scholars attempt to observe the
sentiment of newspaper articles and, by that, obtain insights on the bias level of these
articles [45, 67].

In addition, sentiment analysis techniques can be used to detect hateful language [2,
112]. As shown in Section 2.2.5, the majority of research on hate speech focuses on the
detection of hateful language on social media platforms. These approaches are usually
not related to media bias research. In general, not much work exists that connects hate
speech with news articles [143]. In their work, Zannettou, et al. [143] examined this
very subject by studying user comments posted on news articles. The authors provide
valuable insights on what factors influence the occurrence of hateful comments [143].

In sum, there is work that combines sentiment analysis and research on hate speech
detection. Then there is work that combines sentiment analysis and media bias research.
Lastly, some work exists that combines hate speech and media bias research. However,
to the best of my knowledge, no research exists yet that combines all three concepts.
This thesis aims to fill this gap and connect all three approaches.

The base idea of the approach of this thesis is similar to the work of Zannettou, et
al. [143] but adapts accordingly to match the research objectives of this project. The
overall goal of the analysis is to examine characteristics of user comments in terms of
sentiment and hate (henceforth called comment characteristics) and put these comment
characteristics in relation to the bias of the respective article. In more detail, this thesis
observes whether there are significant differences between the comment characteristics
of articles that are more biased compared to those of less biased articles. Hence, it is
examined whether the comment section of an article can be an indicator of the article’s
level of bias.

Lastly, as illustrated in Section 2.4, no dataset suitable for this approach does yet
exist. Therefore, the first step is to create a new media bias dataset that comprises hate
and sentiment values on statement-level and bias scores on article-level. In conclusion,
the three major contributions of this work are:

C1: The development of a universal theoretical framework for media bias
detection - the media bias framework (cf. Section 2.2).

C2: The construction of a first-of-its-kind dataset useful for a combined study
of media bias, sentiment analysis, and hate speech.

C3: Conducting an analytical study by observing comment characteristics on
news articles in order to detect indicators of the article’s bias.
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2.6 research objectives

Given the media bias framework in Figure 2.1, two implications can be derived: 1)
hateful language might be an indicator for bias, and 2) a statement’s polarity (positive
or negative) might be an indicator for bias. Assuming these implications hold true, then
user comments that contain hate or sentiment values can be considered as being biased.
From this, the following hypotheses can be derived:

H1: The more hateful the comments on an article, the more biased this article
is.

H2: The stronger the comments’ polarity on an article, the more biased this
article is.

Additionally, research on the perception of media bias shows that individuals that
are confronted with biased news tend to adopt similar biased views [65, 83]. Hence,
the implication can be drawn that the occurrence of bias in one place might trigger
the occurrence of bias in another place. As news outlets exist that clearly represent a
political ideology and thus influence news consumers [35], it is justified to additionally
state the following hypotheses:

H3: The more biased a news outlet, the more biased are the articles of that
news outlet.

This leads to the following two research question:

RQ1: Are user comments on a news article an indicator of the article’s bias?

RQ2: Is the new outlets’ stance an indicator of the article’s bias?

In the following, each step of the following approach and the motivation behind it are
outlined. Each part is discussed in more detail in Chapter 3.

The first and most crucial part of this work is to collect suitable data in order to create
a high-quality dataset. First, article-related data, i.e., the data that identifies the bias
of an article, is collected. This data is accessed via ad fontes media, a corporation that
"rate[s] the news for reliability and bias to help people navigate the news landscape"
[76]. On ad fontes media’s website, a list of articles is provided that have been manually
labeled according to their level of bias and reliability. The bias score defines how
politically influenced an article is, where the values range from -42 (most extreme left)
to +42 (most extreme right). The reliability score, on the other hand, indicates how
much truthfulness the article contains. Here, the values range from 0 (least reliable,
contains inaccurate/fabricated info) to 64 (most reliable, original fact reporting). The
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existing literature shows that labels provided by ad fontes media have been used
for other media bias-related tasks before and are high-quality [25]. In this thesis, the
subject of interest is the article’s bias, whereby this does not necessarily have to be
the political bias. According to how media bias is defined in Section 2.2, both metrics,
bias score and reliability score, are valuable for this research. Additionally, ad fontes
media also provides overall bias scores and overall reliability scores for each news
outlet. With regard to the second research question stated above, these two metrics are
also considered to be of importance.

In the next step, it is required to collect the comments made on the rated articles.
Here, several options exist how to collect this user-generated data., for example, directly
from the news website or from social media platforms like Twitter or Facebook. Several
reasons speak for Twitter as a data source. First, ad fontes media provides article
ratings of roughly 300 outlets. One option is to collect the user comments on these 300

news websites directly. However, collecting data from 300 different websites is very
time- and resource-intensive. Hence, a more efficient option is to collect user comments
from only one website, e.g., a social media website. Second, the nature of social media
platforms like Twitter or Facebook allows rapid sharing of personal thoughts, opinions,
or information that users are willing to share voluntarily [41]. This user-generated,
up-to-date content covers a large variety of topics [94] and is therefore considered a
valuable data source for all kinds of text processing tasks, inter alia, sentiment analysis
[41, 147] and hate speech detection [119]. Lastly, Twitter is one of the most popular
micro-blogging sites [41] with roughly 436 million active users22. In a survey of the
Reuters Institute, 25% of all Twitter users worldwide stated that they use Twitter to
get the latest news [102]. Although 25% might not seem that much, in comparison
with other popular Social Media platforms, Twitter is the most popular for news
consumption [102]. Following this reasoning, it is concluded that Twitter is a suitable
data source for this project. The Twitter API23 is used to collect the relevant tweets.

Once the data collection process is completed, the article comments then need to be
analyzed in order to capture the comment characteristics. The comments are examined
with regard to multiple features. First, a transfer learning method is applied in order to
detect the sentiment polarity of the tweets. In the next step, this approach is replicated
to observe whether the comments contain hateful language. Existing literature shows
that a wide range of sentiment analysis and hate speech detection methods exist. As
demonstrated in Section 2.3, the use of deep neural network models for text classifica-
tion has become increasingly popular. One of these methods is XLNet, "a generalized
autoregressive pretraining method that [...] enables learning bidirectional contexts"
[140, p. 1]. XLNet "overcomes the limitations of BERT thanks to its autoregressive
formulation" [140, p. 1] and "integrates ideas from Transformer-XL, the state-of-the-art
autoregressive model, into pretraining" [140, p. 1]. Yang, et al. [140] demonstrated, that

22 https://www.statista.com/statistics/272014/global-social-networks-ranked-by-number-of-users/
23 https://developer.twitter.com/en/products/twitter-api
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XLNet "outperforms BERT on 20 tasks, [...] including [...] sentiment analysis" [140, p. 1].
Based on these results, XLNet is considered to be an appropriate method for both of
the above-mentioned text classification tasks.

Lastly, the tweets are additionally classified using Google’s free API, Perspective
API24, which "uses machine learning models to identify abusive comments" [79]. The
Perspective API provides a total of 16 attributes (i.e., emotional concepts) and specifies
how likely the respective comment is perceived as said attribute. For example, if a
comment has a score of 0.94 for the attribute "toxicity", then the probability that the
comment is perceived as toxic is 94%.

After examining the comments with regard to their characteristics, the last step deals
with examining the data with regard to the above-stated hypotheses. This eventually
allows drawing conclusions that answer the research questions of this paper. To ade-
quately evaluate the data, a multi-level model is applied. Recall that the data collected
in the preceding data collection process contains information on article-level as well
as on outlet-level. Hence, the data is of hierarchical nature. This means the articles are
nested within news outlets. In such cases, multi-level models are recommended, as
they "allow [...] to examine the influence of individual (i.e., Level 1) and cluster-level
(i.e., Level 2) covariates" [44, p. 121].

24 https://www.perspectiveapi.com/





3
M E T H O D O L O G Y

In the previous Chapter 2, the term media bias has been defined based on a detailed
literature review. In addition, a theoretical framework for media bias has been presented,
which divides media bias into four categories. Furthermore, state-of-the-art approaches
for the detection of media bias, sentiment analysis, and hate speech detection have been
presented, as well as a listing of the available datasets. Based on the existing gaps in
the media bias research, the research objectives of this thesis have been derived.

This Chapter 3 describes the methodological approach followed throughout this
project. Section 3.1 describes the data collection process; Section 3.2 describes how
the collected comments are analyzed for their characteristics; Section 3.3 presents the
statistical models used to examine the underlying relationships of the collected metrics

3.1 data collection

In this Section 3.1 the data collection process is presented. As described in Section 2.6,
data on statement-level (i.e., user-comments on articles) and data on article-level (i.e.,
the bias of the articles) is required. First, the data on the upper level is collected, which
means all articles and their respective bias and reliability scores that have been rated by
ad fontes media

The data on statement level is gathered in a second step, based on the list of articles
collected in step one. For reasons already stated in Section 2.6, the data is collected
from Twitter, using the Twitter API. In the following, both steps of the data collection
process are described in more detail.

3.1.1 Collecting News Articles from ad fontes media

ad fontes media defines themselves as "a public benefit corporation with a mission
to make news consumers smarter and news media better" [76]. For each article ad
fontes media has analyzed, they provide a bias score and a reliability score. The bias
scores range from -42 (most extreme left) to +42 (most extreme right). The reliability
scores range between 0 (least reliable) to 64 (most reliable). In addition, ad fontes media
provides overall labels for each outlet considered. These overall metrics consist of the
outlet’s overall bias score and the outlet’s respective bias class, as well as the outlet’s
overall reliability score and the outlet’s respective reliability class. The value ranges for
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the overall scores are similar to the article-related scores. The bias category consists
of seven classes: 1) most extreme left, 2) hyper-partisan left, 3) skews left, 4) middle
or balanced bias, 5) skews right, 6) hyper-partisan right, and 7) most extreme right
[76]. The reliability category consists of eight classes: 1) original fact reporting, 2) fact
reporting, 3) complex analysis or mix of fact reporting and analysis, 4) analysis or
high variation in reliability, 5) opinion or high variation in reliability, 6) selective or
incomplete story/unfair persuasion/propaganda, 7) contains misleading information,
and 8) contains inaccurate/fabricated information [76].

To collect this information, the R package "rvest"1 is used to scrape the relevant
information provided on ad fontes media’s website adfontesmedia.com2. First, a list of
all the news sources that have been rated is compiled. From this list, all outlets which
received overall ratings (henceforth called relevant outlets), but of which no separate
articles have been ranked, are manually excluded. Given this list of relevant outlets, the
following article-related metrics are scraped: article headline, article URL, bias score of
the article, and reliability score of the article. All article-related metrics are merged into
one .csv file, together with an outlet identifier (i.e., the URL pointing to the dedicated
outlet page on adfontesmedia.com). Lastly, some of the article headlines are corrected
manually, as the information embedded on adfontesmedia.com is not always correct. For
example, in some cases, the article headline is only partial, or the article URL is set as a
headline.

In addition, for each outlet, the following outlet-related metrics are scraped: overall
bias score, overall reliability score, bias class, reliability class, and the proper outlet’s
name. All outlet-related metrics are merged into a separate .csv file.

3.1.2 Collecting Tweets with the Twitter API

In the next step, the statement-level data is collected using Twitter as the data source.
To access Twitter data, the Twitter API3 is used. The collection of the tweets happens in
several steps, which are gradually explained in the following. As set out in Section 2.6,
it is required to find user comments that can uniquely be related to one of the articles
rated by ad fontes media. Hence, the first step is to find the respective outlet’s tweets
that reference one of the rated articles (henceforth called original tweets). Once the
original tweets are identified, the comments on these tweets are collected.

Step 1: Manual Preparation
Some manual preparation is required in order to automate the search process. Based on
the data collected from ad fontes media, first, the Twitter username, i.e., Twitter handle,

1 https://cran.r-project.org/web/packages/rvest/rvest.pdf
2 https://adfontesmedia.com/rankings-by-individual-news-source/; accessed on 2021-10-26

3 https://developer.twitter.com/en/products/twitter-api
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for each news outlet is collected. The list of these Twitter handles is later required as
one of the input parameters for the API request.

Second, all publication dates for the articles are manually collected. This data has not
been embedded on ad fontes media’s website. Hence, it is not possible to automatically
gather this information. The articles’ publication dates are necessary to define an
individual time period for each outlet. These outlet-specific time periods, consisting of
a start date and an end date, are later used to specify the API request further. When
formulating a request to the Twitter API, several additional query parameters can be
added. Two of these additional parameters are start_time and end_time. Specifying
values for these two parameters limit the request to the specific time frame, as only
values within this time period are returned by the API.

Hence, in a third step, these time periods are identified, which are necessary for the
following reason. This Twitter data collection process is based on finding the original
tweets. Based on the article-related data collected from ad fontes media, the only two
existing cues that link the original tweets to the articles are the article’s headline and
the article’s URL. However, formulating an API request by setting the query search
parameter equal to either one of them would not be very successful. First, because the
API request returns only exact string matches, no fuzzy string matching can be defined.
Second, the articles’ headlines or the articles’ URLs are often not contained in the tweet
text itself. As a result, it is difficult to specify the API request so that only original
tweets are returned, and the chances are high that some original tweets stay uncovered.

For this reason, searching the original tweets happens in two steps. First, all tweets
posted by the relevant outlets within a generous time period are collected. Once all
potentially relevant tweets are collected, this data is further processed using more so-
phisticated techniques in the Python environment. However, the time spans of the rated
articles are very large with the earliest article date being 2010-05-23, the most recent
one being 2021-11-08. Therefore, it would be very inefficient, time- and resource-wise,
to scrape all tweets for all outlets within this large time period. Practically, this would
mean to scrape all tweets for all outlets within the last ten years. Logically, this is not
feasible, which is why an individual time period is determined for each outlet. The
procedure is the following: From the list of rated articles, all articles for which no
publishing date has been found are removed and articles published before 2019-01-01.
These are only a small fraction of articles that are considered as outliers. Next, the
publishing dates are grouped by outlets, and the minimum date and the maximum date
are specified. The start date is then defined as three days prior to the minimum date
(e.g., if the minimum date for the outlet is 2021-05-04, the start date is set to 2021-05-01).
The end date is by setting the maximum date seven days forward (e.g., if the maximum
date for the outlet is 2021-10-01, the end date is set to 2021-10-08). These time shifts
are made to adjust for potential deviations from the article’s publishing date (e.g., if
the article was published on the outlet’s website on 2021-07-02, but the tweet is posted
only two days later). Additionally, a cut-off date is defined in order to prevent future
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dates, as the API request cannot process these. This is necessary in cases where the
publishing date is less than seven days prior to the execution day.

Step 2: Searching the Original Tweets
Once the manual preprocessing is completed, all API request parameters are prepared
adequately. Hence, the next step addresses the issue of finding the original tweets.

First, all tweets of all relevant outlets within the previously defined time periods
are collected. This is done within a Python environment by implementing a for-loop,
iterating over the list of Twitter handles, start dates, and end dates. The parameters of
the API request are defined as the following:

• ’query’: f’from:{handle}’

• ’start_time’: datetime.datetime.strptime(start,’%Y-%m-%dT%H:%M:%S%z’).

isoformat()

• ’end_time’: datetime.datetime.strptime(end,’%Y-%m-%dT%H:%M:%S%z’).

isoformat()

• ’tweet.fields’:’author_id, entities, attachments, conversation_id,

created_at, referenced_tweets’

• ’max_results’: 500

The first parameter, query, is the only required parameter. By specifying the value
for query defines what the request returns. In this case, the query is defined as
from:handle which returns all tweets from the desired Twitter user (i.e., the out-
let). Here, handle functions as a place holder while iterating over the list of all outlets’
Twitter handles. For example, to collect all tweets posted by the news outlet 19th
News, the value for query must be specified as from:19thnews, as 19thnews is the
respective Twitter handles of that outlet. The two following parameters start_time

and end_time limit the request on a temporal level. If a start date and an end date
are specified, only tweets that have been posted within this time period are returned.
The necessity for start and end dates has already been stated above. The next request
parameter, tweet.fields, specifies which Tweet fields are returned by the API re-
quest. These are defined as author_id, entities, attachments, conversation_id,

created_at, referenced_tweets, of which especially author_id and entities are
relevant for the next steps. Lastly, max_results defines the maximum number of
tweets returned with one API request. This number is set to 500 as it is the max-
imum possible number. In addition to the request parameters, the endpoint URL
needs to be defined. In order to search tweets, the following URL must be provided
https://api.twitter.com/2/tweets/search/all.

Once all potentially relevant tweets have been collected, the data is further processed
by loading it into a Python environment. In order to find the relevant tweets, a se-
quence of regex-based matching is applied. Here, the focus is on finding tweets based
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on the article’s URL, which is the only unique identifier. Among other things, the
API request returns the fields entities, which for each tweet contains several meta-
information. This nested meta-information includes two entries called expanded_url

and unwound_url, which both safe the destination URL in case the tweet itself in-
cluded a link to an external page. It is not entirely clear when the URL is anchored
as expanded_url, and when as unwound_url. Thus, in order to find as many original
tweets as possible, both parameters are checked.

In addition, not all collected tweets contain information about expanded_url and
unwound_url. Unfortunately, this means that URL matching is not always successful,
and the risk is high that many original tweets stay uncovered. However, observing the
collected Twitter data reveals that some outlets partially or fully replicate the article
headline within the tweet. Hence, a third option is to find original tweets by scanning
the tweet text for the article headline.

Hence, the three matching steps are:

1. Search if the article URL matches expanded_url embedded in the meta-information.
Return all tweets for which a match is found.

2. For all tweets for which no match has been found in the first step, repeat the
process by checking if the article URL matches the unwound_url. Again, return all
tweets for which a match is found.

3. Lastly, in case both preceding matching steps have not been successful, try to find
original tweets by scanning the tweet texts for the articles’ headlines.

Once all collected tweets have been scanned, a list of all original tweets is compiled, i.e.,
all tweets that reference one of the articles rated by ad fontes media.

Step 3: Collecting Comments on Original Tweets
After working out the list of original tweets in step two, the comments on the articles
are collected in the next step. First, all original tweets that have no comments are filtered
out from the list. This is done for efficiency reasons. The Twitter API has the limitation
that only 300 requests can be made within a 15 minutes time frame. In order to not
exceed the time limit, a time out of four seconds is defined, which means that one
request is made every 4th second. For example, if the list of original tweets contains
7000 articles, the process of scraping all comments of these 7000 articles takes at least
roughly 8 hours. However, if 3000 of these articles have not been commented on, they
can be filtered out in the first place. Hence, the run time improves to last only 4.5 hours.
By using the endpoint URL http://api.twitter.com/2/tweets/counts/all, an API
request can be specified that returns a count of all comments made on a tweet. The
parameters for the API request are defined as the following:
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• ’query’: f’conversation_id:{tweet_id}’

• ’start_time’: datetime.datetime.strptime(start,’%Y-%m-%dT%H:%M:%S%z’).

isoformat()

• ’end_time’: datetime.datetime.strptime(end,’%Y-%m-%dT%H:%M:%S%z’).

isoformat()

• ’granularity’: ’day

To understand this API request, one must know Twitter’s specification behind the
parameters id and conversation_id. Each tweet has a unique id, by which tweets
are distinguished. In addition, all tweets within the same thread have an identical
conversation id that, in turn, is equal to the original tweet’s id. Consequently, one can
find all comments to a tweet by matching the parameters id and conversation_id.
Hence, this time the query is specified to return all tweets where the conversation id is
equal to the original tweet’s id. Additionally, a value for the parameters start_date

and end_date is provided which are different to the time periods defined in Step two.
Here, the start_date is equal to the date of the original tweet. The end_date is created
by setting the tweet date 60 days forward. The duration of 60 days is considered as
an adequate time frame, based on experience from previous work [20, 121]. Most of
the times where researchers collected Twitter data, a time period of 2 months has been
considered [20, 121]. Lastly, granularityj defines how the counts are grouped, which
can be per minute, per hour, or per day.

Once the API request has returned the counts for all original tweets, all twets with
zero comments are filtered out. The API request to collect all comments is then specified,
using the following parameters.

• ’query’: f’conversation_id:{tweet_id}’

• ’start_time’: datetime.datetime.strptime(start,’%Y-%m-%dT%H:%M:%S%z’).

isoformat()

• ’end_time’: datetime.datetime.strptime(end,’%Y-%m-%dT%H:%M:%S%z’).

isoformat()

• ’tweet.fields’:’in_reply_to_user_id, author_id, created_at,

conversation_id’

• ’expansions’: ’referenced_tweets.id, in_reply_to_user_id’

• ’max_results’: 500

The first three parameters, query, start_date, and end_date, are specified similar as in
the preceding step. These are the most important parameters here. Additioanlly, the
parameters tweet.fields and expansions, are specified. Again, max_results is set to
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the maximum possible number, which is 500. Similar as to the tweet search conducted in
step 2, the endpoint URL is again set to https://api.twitter.com/2/tweets/search/all.

Lastly, the same procedure is conducted for retweets. More specifically, Twitter
distinguishes between retweets and quoted retweets. Retweets are shared posts where
one user retweets another user’s post without adding text themselves. Quoted retweets,
on the other hand, allow the user to add their own texts. For this project, only quoted
retweets are considered. The API request is similar to the above, with only one minor
difference in the parameters:

• ’query’: f’{tweet_id}’

• ’start_time’: datetime.datetime.strptime(start,’%Y-%m-%dT%H:%M:%S%z’).

isoformat()

• ’end_time’: datetime.datetime.strptime(end,’%Y-%m-%dT%H:%M:%S%z’).

isoformat()

• ’tweet.fields’:’in_reply_to_user_id, author_id, created_at,

conversation_id’

• ’expansions’: ’referenced_tweets.id, in_reply_to_user_id’

• ’max_results’: 500

The only difference in the API request is how the parameter query is defined. By
specifying it as shown above, the API request returns all retweets, including simple
retweets and quoted retweets. However, the returned data contains an attribute called
type that states whether the retweet is quoted or not. Only retweets where type equals
quoted are kept.

3.1.3 Compiling the Dataset

After collecting the relevant data, all information is compiled into one dataset. In short,
the dataset consists of two parts: 1) article-related data, and 2) outlet-related data. The
article-related data have been scraped from ad fontes media. It contain information
about the bias and the reliability of particular articles. Additional article-related data
have been collected from Twitter, using the Twitter API. This data contains comments on
tweets, which in turn reference the articles rated by ad fontes media. The outlet-related
data have also been scraped from ad fontes media and contain ratings about the overall
bias and overall reliability of particular news outlet. The dataset is described in more
detail in Section 4.1.
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3.2 examining comment characteristics

As already described in Section 2.6, after the data collection process is completed,
the collected comments are examined concerning their characteristics. This process
is separated into two parts: 1) the transfer learning method in order to examine the
comments’ sentiment polarity and hatefulness, and 2) the classification approach using
Google’s Perspective API4.

For reasons already stated in Section 2.6, the pretrained model of the XLNet method5

[140] is adopted, which is fine-tuned once for sentiment analysis and once for hate
speech detection respectively. Both learning procedures rely on a similar model set up,
however, the subtle differences are explained in detail in the following Section 3.2.1. The
entire fine-tuning procedure is implemented6 on Kaggle7, using Kaggle’s free access to
GPU.

In Section 3.2.2, it is explained how the tweets are classified using Google’s Perspec-
tive API.

3.2.1 Transfer Learning: Fine-Tuning XLNet for Text Classification

The XLNet is "a generalized autoregressive pretraining method" [140, p. 1], that im-
proves current state-of-the-art techniques on text classification by combining the best
of two of the most successful pretraining methods, autoregressive and autoencod-
ing language modeling [140]. The general idea behind XLNet is, to predict a word’s
probability by capturing bidirectional contexts. This means, in contrast to commons
language models, the XLNet is not "using a fixed forward or backward factorization
order" [140, p. 2] but "maximizes the expected log likelihood of a sequence w.r.t. all
possible permutations of the factorization order" [140, p. 2]. In other words, the XLNet
determines "the context for each position [consisting] of tokens from both left and
right" [140, p. 2]. Hence, XLNet considers interdependencies between words, which
is contrasting BERT’s independent assumption, stating that "tokens are [predicted]
independent of each other" [140, p. 2].

Comparing XLNet to other existing language models shows, that XLNET outper-
forms even established language models like BERT and RoBERTa for a range of NLP-
related tasks, including sentiment analysis and text classification tasks [140]. Given
this well-founded neural architecture of XLNet and its state-of-the-art results, XLNet is

4 https://www.perspectiveapi.com/
5 https://huggingface.co/xlnet-base-cased
6 The implementation is based on this article and code example:

https://medium.com/swlh/using-xlnet-for-sentiment-classification-cfa948e65e85; accessed on 2022-01-05

https://github.com/shanayghag/Sentiment-classification-using-XLNet; accessed on 2022-01-05

7 https://www.kaggle.com/
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considered a suitable method for further examining the comment characteristics with
regard to sentiment polarity and hatefulness.

The pretrained model is accessed using the Hugging Face’s library. There, two
pretrained XLNet models are available, the xlnet-base-cased, and the xlnet-large-

cased. Both are applicable for English language, however, the base model is a 12-layer,
768-hidden, 12-heads, 110M parameters architecture, whereas the large model is a
24-layer, 1024-hidden, 16-heads, 340M parameters8. Because of limited computational
resources, the smaller xlnet-base-cased is used.

XLNet for Sentiment Classification
The fine-tuning procedure is split into two main tasks: 1) choosing appropriate training
data and 2) defining suitable model parameters.

In order to fine-tune the xlnet-base-cased, labeled training data is required. As
shown in Section 2.4.2, several publicly available sentiment datasets exist. Hence, for
time and efficiency reasons and because sufficient amounts of labeled data for sentiment
analysis are available, it is refrained from manually labeling new data. Choosing a
good training dataset is highly important, as the classification results can only be as
good as the training data. Hence, if the training data is labeled poorly, the classifier
will most likely not provide good classification results for new data. For this task, the
Stanford Twitter Sentiment dataset [58], Sentiment140

9, is used. The reasons for that are
the following. On the one hand, Sentiment140 also contains Twitter data which means
that the data structure is similar. On the other hand, the dataset contains roughly 1.6
million tweets labeled for sentiment polarity (positive, neutral, and negative), which
means that the amount of available data is certainly large enough.

The dataset is available via Hugging Faces library10 and is split into two parts: a
training set and a test set with the test set being manually labeled [58]. Manually
annotated data usually indicates high-quality labels. However, the test set contains
only 498 tweets. Unfortunately, this is not sufficient to fine-tune the sentiment analysis
model. Therefore, the training set is used. Additionally, the number of researchers who
used Sentiment140 for sentiment analysis speak for using this dataset [10, 58, 147].

The training set of Sentiment140 accessed via Hugging Face’s library contains labels
for positive sentiment (4) and negative sentiment (0). In order to keep labels uniform,
the labels are adjusted so that negative sentiment is denoted by 0 and positive sentiment
is denoted by 1. For fine-tuning the XLNet, a smaller subset is created by random
sampling 24,000 of the 1.6 million tweets. The class distribution is roughly equal, with
12,017 tweets being labeled as negative, and 11,983 as positive (cf. Figure 3.1).

Before the data is further used, the tweet texts are preprocessed. This includes
removing text passages that contain no cues for the sentiment of a statement, for

8 https://huggingface.co/transformers/v2.0.0/pretrained_models.html
9 http://help.sentiment140.com/for-students

10 https://huggingface.co/datasets/sentiment140
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example, a Twitter user’s handle (i.e., "@user"), URLs, or other unnecessary characters
like hash signs, multiple whitespaces, or tabs. Additionally, smileys are removed, as
they cannot be adequately processed.

Figure 3.1: Distribution of Sentiment Class Labels in the Training Data

Note: This Figure shows the distribution of class labels
for the dataset used for fine-tuning XLNet for sentiment
analysis. The total dataset size is 24,000 tweets, of which
12,017 tweets are labeled as negative (0), 11,983 tweets are
labeled as positive (1).

The second part of the fine-tuning process addresses choosing the correct hyperpa-
rameters for the model set up. As the specification of the model parameters strongly
influences the resulting model, this step is crucial in order to obtain the desired classifi-
cation model, providing acceptable results.

Figure 3.2: Distribution of Token Length in Sentiment Dataset

Note: This Figure shows the distribution of the input data
length, i.e., the number of tokens per tweet, for the senti-
ment dataset used for fine-tuning XLNet.
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First, the two hyperparameters MAX_LEN and BATCH_SIZE are defined. MAX_LEN defines
the maximum length of the input tokens. In this case, the length of an input token is the
number of tokens per tweet. Due to the architecture of XLNet, the maximum possible
value is 512. Hence, inputs that are longer than 512 tokens are truncated. In Figure 3.2
the distribution of the tweet lengths over the entire dataset are visualized. The Figure
shows that although most tweets have a token length between 0 and 100, some samples
of the input data are longer. In order to avoid truncation, MAX_LEN is set to 400.
BATCH_SIZE, on the other hand, defines how many samples are trained in one iteration.

The higher this value, the more data samples are processed in one iteration, thus, the
faster the model executes training. However, a higher BATCH_SIZE also requires higher
computational power. Due to limited computational resources, the value for BATCH_SIZE
is set to 8.

In the next step, the input data is split into three parts: a training set (50%), a test set
(25%), and a validation test (25%). The training set is used to initially train the model,
which is then validated with the validation set in order to get the model’s performance
after each training epoch. The final model is then tested using the test set to obtain
unbiased estimates for the model’s fit.

Additional hyperparameters that need to be defined are the optimization function
and the dropout rate. The optimization function is defined as AdamW [82] with a
learning rate of 3e-5. The dropout rate is specified within the pretrained model as 10%.
In general, the "idea of dropout is to randomly drop units and relevant connections
from neural networks during training" [141, p. 4]. This has the purpose to "prevent
units from co-adapting too much" [141, p. 4] and hence is an "effective technique against
overfitting" [141, p. 4]. In this case, the dropout rate is specified within the pretrained
model as 10%.

Lastly, the number of training epochs is defined. One epoch is completed when all
samples of the training and validation set have been run through the model once. If the
number of epochs is not chosen carefully, the trained model might suffer from under- or
overfitting. Underfitting is the case when the model fails to remember the trained data
structures. In contrast, overfitting occurs when the model remembers the data structure
too well and thus, is not generalizable enough [141]. Both under- and overfitting lead
to the model performing poorly and thus should be avoided. To determine whether
the model suffers from over- or underfitting, one should keep an eye on the learning
curves during the training process. Training loss and validation loss are cues for the
model’s quality. If the training loss is larger than the validation loss, then the model
suffers from underfitting, whereas the opposite is true if the training loss is smaller
than the validation loss. Ideally, the model should be trained until a point where the
validation loss exceeds the training loss in order to avoid underfitting. At the same
time, the model should not be trained too long, as the more the validation loss exceeds
the training loss, the more the model suffers from overfitting.
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Figure 3.3: Learning Curves for Fine-Tuning XLNet for Sentiment Analysis

Note: This Figure shows the loss and accuracy for the
training and validation process over time. The number of
epochs is set to 2, where x=0.0 reflects the values after
the first epoch, x=1.0 the values after the second epoch
respectively.

Having a look at the learning curves displayed in Figure 3.3 shows that after one
training epoch (x=0.0), the model is not sufficiently trained yet. Consequently, one
epoch is not enough. However, after two epochs (x=1.0), the validation loss exceeds the
training loss, and training should be stopped. For this reason, the value for EPOCHS is
set to 2.

Table 3.1: Classification Report: XLNet for Sentiment Analysis

Precision Recall F1-Score Support

Negative 0.820 0.815 0.818 3023

Positive 0.814 0.818 0.816 2977

Accuracy 0.818 6000

Macro Average 0.817 0.817 0.817 6000

Weighted Average 0.817 0.817 0.817 6000

Note: This Table presents the results from the classification report
obtained by fine-tuning XLNet for sentiment analysis.

After fine-tuning the model, the final model is eventually evaluated using new data
(i.e., test data). The classification report in Table 3.1 provides information on how well
the final model performs on new data. The metrics of the classification report are
explained in the following:
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• Precision: "[T]he precision for a class is the number of instances correctly labeled
as belonging to that class with respect to the total number of elements labeled
as belonging to that class [14, p. 107]. In other words, precision is "a measure of
exactness" [14, p. 107].

• Recall: The "[r]ecall is the number of correctly classified instances with respect
to the total number of objects belonging to that class [14, p. 107]. In other words,
recall is "a measure of completeness" [14, p. 107].

• F1-Score: The F1-score is " a weighted average of precision and recall, where the
F-measure reaches its best value at 1 and its worst score at 0" [14, p. 108]

• Support: The absolute number of instances present in the dataset, belonging to
the respective class [14].

With regard to the classification results shown in Table 3.1, it can be concluded that the
fine-tuned xlnet-base-cased provides a decent performance. The overall F1-score of
81.8% is good, although there is still room for improvement. The classification report
shows that the model performs slightly better at detecting negative sentiment than
positive sentiment. The precision for negative sentiment states that 82% of instances
that have been classified as negative are correctly classified. For positive sentiment, this
value is 81.4%.

Figure 3.4: Confusion Matrix: XLNet for Sentiment Analysis

Note: This Figure shows the confusion matrix for the eval-
uated model. The classification of negative sentiment and
positive sentiment is almost identical. However, for both
classes, roughly 20% are wrongly classified.

Lastly, the confusion matrix in Figure 3.4 shows that for both classes, the proportion
of true negative and true positive (dark blue cells) is similar and is approximately 80%.
Reversely, this means that for both classes, almost 20% of the predictions are wrong.
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In conclusion, the fine-tuned model for sentiment analysis provides acceptable results,
however, they could be better. The learning curves in Figure 3.3 already anticipated
that the model suffers from overfitting. Several methods exist how to avoid overfitting,
for example, by using different datasets or by further adjusting the hyperparameters.
Due to time constraints and the fact that the model still works adequately, this was not
further pursued. However, this issue is discussed in more detail in Section 5.1.

XLNet for Hate Speech Detection
The implementation of the fine-tuning of xlnet-base-cased for hate speech detection
follows a similar procedure than explained for sentiment analysis.

Figure 3.5: Distribution of Hate Class Labels in the Training Data

Note: This Figure shows the distribution of class labels for
the dataset used for fine-tuning XLNet for hate speech
detection. The total dataset size is 24,000 tweets, of which
14,279 tweets are labeled as non-hate (0), 9,721 tweets are
labeled as hate (1).

Similar to sentiment analysis, labeled hate speech data is required. In order to fine-
tune xlnet-base-cased for hate speech detection, the HatebaseTwitter dataset [33]
is used. This dataset is a collection of tweets that have been labeled as hate speech,
offensive language, or neither. For the purposes of this project, it is not distinguished
between hateful language and offensive language. According to how hate speech is
defined in Section 2.2, the existence of both hateful language and offensive language is
considered to be biased language. However, the HatebaseTwitter dataset [33] available
via Huggin Face’s library11, is highly imbalanced, with 19,190 tweets labeled as offensive,
1,430 tweets labeled as hateful, and only 4,163 tweets labeled as non-hate. For this
reason, another dataset has been added, also available via Hugging Face’s library12,

11 https://huggingface.co/datasets/hate_speech_offensive
12 https://huggingface.co/datasets/tweets_hate_speech_detection
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which contains additional 31,962 tweets, of which 29,720 tweets are labeled as neutral,
and 2,242 tweets are labeled as hateful.

To create the dataset used for fine-tuning, both hate datasets are combined, and then
24,000 tweets are randomly sampled, of which 9,721 are labeled as hate, and 14,279

labeled as non-hate (Figure 3.5). The tweets are again preprocessed for further usage.
The preprocessing is the same as already described for the sentiment dataset above.

Most of the hyperparameters are defined the same as already for the fine-tuning
of the XLNet for Sentiment Analysis. These are the BATCH_SIZE, which is again set to
8 due to computational limitations, the dropout rate of the pretrained model is still
specified as 10%, and again AdamW is used as an optimization function with a learning
rate of 3e-5. In addition, the input data is partitioned in the same ratio, i.e., the training
set is 50%, and both validation set and test set is 25% each.

Figure 3.6: Distribution of Token Length in Hate Dataset

Note: This Figure shows the distribution of the input data
length, i.e., the number of tokens per tweet, for the hate
speech dataset used for fine-tuning XLNet.

The only difference is the parameter MAX_LEN, which is this time set to 512. Figure 3.6
shows the distribution of the tweet lengths for the hate dataset, which clearly shows
that some instances of the dataset have a length of almost 500, which justifies setting
MAX_LEN to 512.

The number of epochs is set to 2. Having a look at the learning curves in Figure 3.7
shows the loss and accuracy after the first epoch (x=0.0) and after the second epoch
(x=1.0). It can be concluded that one epoch is not sufficient for training as the train-
ing loss is still larger than the validation loss. However, after the second epoch, the
validation loss exceeds the training loss. Hence, setting EPOCH to 2 is considered to be
appropriate.

The classification report in Table 3.2 shows, that the fine-tuned xlnet-base-cased

for hate speech detection states good results. The overall F1-score of the model is
95.5%, which is significantly higher compared to the sentiment analysis model. The
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Figure 3.7: Learning Curves for Fine-Tuning XLNet for Hate Speech Detection

Note: This Figure shows the loss and accuracy for the
training and validation process over time. The number of
epochs is set to 2, where x=0.0 reflects the values after
the first epoch, x=1.0 the values after the second epoch
respectively.

classification report also shows that the model’s predictions are slightly better for tweets
labeled as no-hate than for tweets labeled as hate.

Table 3.2: Classification Report: XLnet for Hate Speech Detection

Precision Recall F1-Score Support

No Hate 0.962 0.963 0.962 3569

Hate 0.946 0.944 0.945 2431

Accuracy 0.955 6000

Macro Average 0.954 0.953 0.953 6000

Weighted Average 0.955 0.955 0.955 6000

Note: This Table presents the results from the classification report
obtained by fine-tuning XLNet for hate speech detection.

Lastly, the confusion matrix in Figure 3.8 shows that for both classes, the proportion
of false predictions is small. Roughly 96.30% of no-hate instances have been correctly
classified, 94.36% of hate instances respectively.
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Figure 3.8: Confusion Matrix: XLNet for Hate Speech Detection

Note: This Figure shows the confusion matrix for the evalu-
ated model. The classification of hate and no-hate is almost
identical The proportions of wrongly predicted instances
is only small.

In conclusion, the fine-tuned model for hate speech detection provides good results.
Compared to the fine-tuned model for sentiment analysis, this model for hate speech
detection provides better classification results. The learning curves in Figure 3.7 show
that the model hardly suffers from overfitting. Hence, it is no surprise that the model
fit is better for this classification task.

3.2.2 Perspective API

The Perspective API is a free API "hosted on Google Cloud Platform" [79]. It uses
machine learning techniques in order to classify text into multiple attributes, i.e.,
emotional concepts. By formulating the API request respectively, it returns the requested
attributes’ scores for a particular text. The scores range between 0 and 1 and indicate
the likelihood that a reader perceives the text as containing said attribute. For example,
if the attribute score for "toxicity" is 0.75, the probability that the text is perceived as
toxic is 75%. It is possible to choose from a number of attributes and individually
request only scores for chosen attributes. There are 16 attributes in total, which are
explained in more detail in Section A.1.1. The scores for all 16 attributes have been
requested. Unlike hateful language and sentiment polarity, not all of the 16 attributes
are forms of bias. However, they still represent comment characteristics and thus might
be indicators for bias.

Before the attribute scores are requested, the tweets are again preprocessed in the
same way as described above for the two XLNet-based fine-tuning tasks.

The API request contains only a few parameters, which are specified as the following:
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• ’text’: tweet

• ’requestedAttributes’: ’TOXICITY’, ’SEVERE_TOXICITY’, ’THREAT’,

’IDENTITY_ATTACK’, ’INSULT’, ’PROFANITY’, ’SEXUALLY_EXPLICIT’,

’FLIRTATION’, ’ATTACK_ON_AUTHOR’, ’ATTACK_ON_COMMENTER’, ’INCOHERENT’,

’INFLAMMATORY’, ’LIKELY_TO_REJECT’, ’OBSCENE’, ’SPAM’, ’UNSUBSTANTIAL’

• ’languages’: ’en’

The first parameter, text, defines the input for which the attributes are requested.
With requestedAttributes, one can specify which attributes are returned. In this
case, it includes all 16 attributes. Lastly, languages defines the language of the in-
put text. In this case, this is only English. However, some of the attributes also work
for other languages like German, Spanish, or French. The endpoint URL is set to
https://commentanalyzer.googleapis.com/$discovery/rest?version=v1alpha1.

3.2.3 Summary: Examining Comment Characteristics

The key points that have been discussed in this Section 3.2 are how the collected tweets
are examined with respect to their characteristics. Two methods have been presented:
1) text classification using a pretrained language model, which has been fine-tuned
once for the subtask sentiment analysis, once for hate speech detection, respectively,
and 2) text classification using Google’s Perspective API. Once this step of examining
the comment characteristics is completed, the final dataset contains all information
required to observe the hypotheses stated in Section 2.6. The method for this last step
is described in the following Section 3.3.

3.3 multi-level modeling

Multi-level models are statistical models that enable the examination of hierarchical
data structures. This means data that is distributed on two or more hierarchical levels.
A typical example for such nested data is observations of students nested in different
schools [44]. However, this is only a simple example, and multi-level models can deal
with even more complex data, for example, residents belonging to a city, which belongs
to a county, which in turn belongs to a country. According to Hox, et al. [71], "[a]
multi-level problem is a problem that concerns the relationships between variables that
are measured at a number of different hierarchical levels" [71, p. 4]. When dealing with
hierarchical data but using, for example, a standard multiple regression analysis, i.e.,
"analyz[ing] all available data at one single level" [71, p. 4], leads to "conceptional and
statistical problems" [71, p. 4]. Multi-level models are useful for examining, for example,
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"how a number of individual and group variables influence one single individual
outcome variable" [71, p. 4]. In other words, with multi-level models, one can "examine
the influence of individual (i.e., Level 1) and cluster-level (i.e., Level 2) covariates" [44,
p. 121].

3.3.1 The 2-Level Regression Model

In the following, the basic model set up for a 2-level regression model is explained,
including two level-1 predictors (X1 and X2) and two level-2 predictors (Z1 and Z2).
The peculiarity of such a hierarchical data structure is that the level-1 predictors usually
have variance on both levels, which can be of different impact [44, 71]. The variance on
level 1 is referred to as within-group variance, the variance on level 2 as between-group
variance respectively [44]. In contrast, level-2 predictors typically have only variance on
the upper-level [44, 71].

The level-1 regression Equation with two level-1 variables (X1 and X2) looks as
follows [44, 71]:

Yij = β0j + β1jX1ij + β2jX2ij + eij (3.1)

In Equation 3.1, β0j is the intercept for group j, β1j the regression coefficient of X1ij for
group j, β2j the regression coefficient of X2ij for group j, and eij the level-1 residual
error term [44, 71]. The subscript j determines the group, the subscript i the group
member respectively.

The variation of the intercept β0j and the regression coefficients β1j and β2j from
Equation 3.1 are dependent from the two level-2 explanatory variables [71]:

β0j = γ00 + γ01Z1j + γ02Z2j + u0j (3.2)

Equation 3.2 predicts the average value for Y in group j, depending on the two level-2
explanatory variables Z1 and Z2 [71]. Hence, if γ01 is positive, the average value of Y in
group j is higher for a higher value of Z1j [71]. If γ02 is positive, the same applies for
Z2j respectively.

β1j = γ10 + γ11Z1j + γ12Z2j + u1j (3.3)

Equation 3.3 determines, that the relationship between the outcome Y and the level-1
explanatory variable X1 depends on the two level-2 explanatory variables Z1 and Z2

[71]. Hence, if γ11 and γ12 are positive, then the effect of X1 on the outcome Y is stronger
with higher values for Z1 and Z2 respectively [71].

β2j = γ20 + γ21Z1j + γ22Z2j + u2j (3.4)
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For Equation 3.4 the same is true with regard to X2 respectively. Note that the terms
γ11Z1jX1ij, γ12Z2jX1ij, γ21Z1jX2ij, and γ22Z2jX2ij in Equation 3.3 and Equation 3.4 indi-
cate the interaction effects. For all three Equations, the u indicates the residual error at
class level [71].

The combined model regression Equation is now obtained by substituting Equa-
tion 3.2, Equation 3.3, and Equation 3.4 into Equation 3.1 [44]:

Yij = γ00 + γ01Z1j + γ02Z2j

+ γ10X1ij + γ11Z1jX1ij + γ12Z2jX1ij

+ γ20X2ij + γ21Z1jX2ij + γ22Z2jX2ij

+ u0j + u1jX1ij + u2jX2ij + eij

(3.5)

The two terms γ01Z1j and γ02Z2j in the first line describe the effects of the level-2
predictors Z1j and Z2j respectively on the outcome Y. The second and third lines of the
Equation represent the effects of the level-1 predictors X1ij and X2ij on the outcome Y.
Note, that these effects are potentially moderated by the level-2 predictors. Lastly, the
fourth line of the Equation combines all residual errors at class level.

3.3.2 The Pure Effects of Level-1 and Level-2 Predictors

However, in order to obtain interpretable parameter estimates, especially against the
background of the research questions, it is necessary to center the parameters. Although
centering is widely used in ordinary least squares regression, in the context of multi-
level models, it is more complex [44]. In the following, grand mean centering and group
mean centering are introduced.

When centering around the grand mean, then for each value of the variable, the
overall mean is subtracted, which in turn produces a new value, henceforth denoted
by the subscript CGM [44]. Hence, the formula to calculate the grand mean centered
variable is

XijCGM = Xij − X, (3.6)

where X is the mean over all observations.
In contrast, when centering around the group mean, then for each value of the

variable, its respective group mean is subtracted, which in turn produces a new variable,
henceforth denoted by the subscript CWC [44]. The group mean is calculated as the
mean over all values belonging to group j. In this case, the formula to calculate the
group mean centered variable is

XijCWC = Xij − X j, (3.7)

where X j is the mean over all observations belonging to group j.
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In addition, for variables that have variance on both hierarchical levels, the obtained
group means can additionally be grand mean-centered. By that, an additional level-2
variable is created that models the variance of level-1 variables on the upper level. The
formula for that is

XjCGM = X j − X, (3.8)

where X j is the group mean of group j and X the grand mean.
After that being said, whether a variable should be group mean centered or grand

mean centered highly depends on the question of interest. In general, level-1 variables
can be centered either around the group mean or around the grand mean [44]. Level-2
variables, on the other hand, can only be centered around the group mean as they do
not have variance on the lower level [44].

Keeping in mind the two research questions stated in Section 2.6, the following
objectives are of interest: 1) the effect of comment characteristics on the article’s bias,
and 2) the influence of the outlet’s characteristics on the article’s bias. This means the
effects of level-1 variables (i.e., hatefulness and sentiment polarity of the comments)
on Y as well as the effects of level-2 variables (i.e., the outlet’s overall bias and overall
reliability) on Y are observed. Ideally, the "pure" effects of the level-1 and level-2
predictors are desired in order to provide meaningful interpretations. Hence, the
following centering is applied:

• Group mean centering of the two level-1 predictors hate score and sentiment
polarity.

• Grand mean centering of the two level-2 predictors overall bias and overall
reliability.

• Grand mean centering of the two level-1 group means for hate score and sentiment
polarity.

Hence, the final multi-level regression model will look as follows. For simplicity reasons,
interaction effects are not included for now, as these are only interesting, in case a
significant relationship between level-1 predictors and Y is observed [44].

Yij = γ00 + γ01Z1jCGM + γ02Z2jCGM + γ03Z3jCGM + γ04Z4jCGM

+ γ10X1ijCWC + γ20X2ijCWC

+ u0j + u1jX1ij + u2jX2ij + eij

(3.9)

The regression coefficients of Equation 3.9 can be interpreted as follows:

• γ00: The mean intercept.

• γ01 & γ02: Predict the "pure" effects of the level-2 predictors Z1 (γ01) and Z2 (γ02)
on the outcome variable. For example, if γ01 is positive, the outcome variable is
higher when the value for Z1 is higher.
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• γ10 & γ20: Predict the "pure" effects of the level-1 predictors X1 (γ10) and X2 (γ20)
on the outcome variable. For example, if γ10 is positive, the outcome variable is
higher when the value for X1 is larger. Hence, these two regression coefficients
indicate the within-group variance.

• γ03 & γ04: Predict the variance of the two level-1 predictors hate score and
sentiment polarity on level-2. Hence, these two regression coefficients indicate the
between-group variance.

3.3.3 Interaction Effects of Level-1 and Level-2 Predictors

If the results of the multi-level regression model from Equation 3.9 provide significant
results for level-1 relationships, the model can be adjusted accordingly. In case both
level-1 relationships are significant, i.e., the relationship between hate score and Y, and
the relationship between sentiment polarity and Y, then the model will look as shown
in the following:

Yij = γ00 + γ01Z1jCGM + γ02Z2jCGM

+ γ10X1ijCWC + γ11Z1jCGM X1ijCWC + γ12Z2jCGM X1ijCWC

+ γ20X2ijCWC + γ21Z1jCGM X2ijCWC + γ22Z2jCGM X2ijCWC

+ u0j + u1jX1ij + u2jX2ij + eij

(3.10)

In this case, the focus lies on the four regression coefficients γ11, γ12, γ21, and γ22,
which predict the respective interaction effects.



4
R E S U LT S

The preceding Chapter 3 describes the underlying methodology of this project, which
can be divided into three major parts: 1) the data collection process, 2) the examina-
tion of the comment characteristics, and 3) the multi-level regression model in order
to investigate the two the main question of this thesis. First, the results for the web
scraping procedure and the Twitter data collection step are provided in Section 4.1.
In Section 4.2 the classification results are summarized, using the three classification
approaches described in Section 3.2. Lastly, in Section 4.4, the results obtained from
the multi-level regression analysis are presented. The three proposed hypotheses are
tested, which eventually provide answers to the research question of this thesis.

4.1 data collection

4.1.1 Data Collected from ad fontes media

In total, ad fontes media provides outlet-related information about 321 news outlets.
As the focus lies on the article-related metrics in the first place, only those outlets have
been considered where at least one article has been rated. Hence, the data collection
process as described in Section 3.1.1 results in a dataset containing a total of 6,345 rated
news articles of 283 different news outlets.

The majority of articles have rather low bias scores, with most articles being centered
around a bias score of 0 (i.e., not politically biased). However, there are slightly more
left-skewed articles than right-skewed articles. Overall, the articles are predominantly
rated as reliable, with only a few articles having low reliability scores. A similar
pattern is observed for the bias and reliability scores of the outlets. The majority of
rated outlets are left-biased with fewer right-skewed outlets. Overall, the outlets are
mostly considered to be reliable. In Section A.2, Figure A.1, Figure A.2, Figure A.3, and
Figure A.4 show the plots for the above-described distribution of bias and reliability
scores.

Interestingly, the following Figure 4.1 indicates a relationship between the level of
bias of an article and its level of reliability. From the plot, the conclusion is derived that
more biased articles are also less reliable. Figure 4.2 shows the same relationship on
outlet-level. Both plots show a similar pattern, which in turn strengthens the hypothesis
stated in Section 2.6, that the outlet’s level of bias influences its articles’ bias (H3).

55
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Figure 4.1: Bias Score vs. Reliability Score for
Articles

Note: This Figure shows the pattern between the
political bias of articles and their reliability. It is
observable, that more biased articles tend to have
lower reliability scores.

Figure 4.2: Bias Score vs. Reliability Score for
Outlets

Note: This Figure shows the pattern between the
political bias of outlets and their reliability. It is
observable, that more biased outlets tend to have
lower reliability scores.

4.1.2 Data Collected from Twitter

Based on the articles collected from ad fontes media, the next step is to find the
original tweets, i.e., the tweets referencing one of the rated articles. Keeping in mind
the procedure described in Section 3.1.2, first, the Twitter handles for all outlets have
been collected, and an individual time period for each outlet has been defined.

After scraping all tweets of the 283 targeted outlets and after the sequence of regex-
based matching has been applied, a total number of 7,059 original tweets have been
found. However, some of these tweets link to the same article. This is the case, for
example, when the outlet posts a tweet referencing a news story multiple times. In total,
from the 6,345 articles collected from ad fontes media, only 3,473 articles of 268 outlets
remain. Consequently, for 15 outlets, no original tweets have been found. The reasons
for that are either that no tweets have been posted within the dedicated time period, or
no tweets referencing the respective articles have been posted, or the matching process
was unsuccessful. A detailed overview of included and excluded outlets is listed in
Table A.2.

In the next step, all comments on these 7,059 original tweets are collected. As already
explained in Section 3.1.2, comments that are directly posted below the original tweet,
as well as the quoted retweets, are considered. This last step of the Twitter data
collection process results in a dataset containing a total number of 175,807 comments
and quoted retweets. Henceforth, all direct comments and quoted retweets are referred
to as comments, as the distinction between direct comments and quoted retweets will
no longer be necessary. These 175,807 collected comments refer to 2,800 articles of
255 news outlets. Not all of the original tweets have been commented on, hence the
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decrease in the number of articles. Additionally, 13 outlets have been entirely excluded
as no comments on the original tweets have been collected.

During the Twitter data collection process, roughly two-third of the data accessible
at ad fontes media’s website have been excluded. The reasons for that are that either
no original tweets have been found or the original tweet has not been commented
on. The plots below show the distribution of bias and reliability scores for all articles
and outlets included in the final dataset. Overall, the amount of left- and right-biased
articles, shown in Figure 4.3, is roughly similar as in the initial data. The same applies
to the reliability levels of the articles, shown in Figure 4.4, although some of the articles
having medium to high reliability have been removed. In contrast, the distribution plot
for the bias scores among all outlets, displayed in Figure 4.5, as well as the plot for the
distribution of reliability scores, shown in Figure 4.6, have not changed significantly.
Hence, removing the respective articles and outlets during the Twitter data collection
process did not change the underlying structure of the data.

Figure 4.3: Distribution of Bias Scores among
all Articles

Note: This Figure shows the distribution of the
articles’ bias scores over the dataset, where the
bias ranges from -42 (hyperpartisan left) to +42

(hyperpartisan right).

Figure 4.4: Distribution of Reliability Scores
among all Articles

Note: This Figure shows the distribution of the
articles’ reliability scores over the dataset, where
the score ranges from 0 (most unreliable) to +64

(most reliable).
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Figure 4.5: Distribution of Bias Scores among
all Outlets

Note: This Figure shows the distribution of the
outlets’ bias scores over the dataset, where the
bias ranges from -42 (hyperpartisan left) to +42

(hyperpartisan right).

Figure 4.6: Distribution of Reliability Scores
among all Outlets

Note: This Figure shows the distribution of the
outlets’ reliability scores over the dataset, where
the score ranges from 0 (most unreliable) to +64

(most reliable).

4.2 examining comment characteristics : classification results

4.2.1 XLNet for Sentiment Analysis

Using the fine-tuned xlnet-base-cased for sentiment analysis obtained in Section 3.2.1,
the tweets are classified according to their sentiment polarity. The classifier returns two
scores, one for the positive sentiment and one for the negative sentiment. Both scores
range between 0 and 1, where the positive sentiment score indicates the likelihood of
the tweet being positive, and the negative sentiment score indicates the likelihood of
the tweet being negative. In sum, both scores add up to 1, which means the scores are
reciprocal. Given both scores, the tweets are then eventually labeled as either "positive"
or "negative", depending on which score is larger. An example is provided in the
following Table 4.1.

Of all 175,807 tweets in the dataset, 59.53% have been classified as negative, 40.47% of
the tweets as positive. The plot is shown in Figure 4.7. In addition, Figure 4.8 shows the
distribution of the sentiment score, where a value close to 0 refers to negative polarity,
a value close to 1 to positive polarity. The Figure shows that most results are quite
explicit, being either close to 0 or close to 1.
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Table 4.1: Classification Results using XLNet for Sentiment Analysis

Tweet Text Positive Score Negative Score Label

Cool Never going back to
work maskedforever

0.163 0.837 negative

Excellent choice as is I feel
so lucky as a Californian
to have such amazing rep-
resentation

0.994 0.006 positive

Note: This Table provides examples, how the fine-tuned xlnet-base-cased obtained in Section 3.2.1
classifies text into positive or negative sentiment. As described in that Section, the tweet text has
been cleaned for a better text understanding.

Figure 4.7: Distribution of Class Labels for
Sentiment Analysis

Note: This Figure shows the distribution of the sen-
timent labels determined using the XLNet-based
classifier. 59.53% of the tweets are labeled as nega-
tive, 40.47% as positive.

Figure 4.8: Distribution of Sentiment Scores

Note: This Figure shows the distribution of the
sentiment polarity scores. Values close to 0 refer
to negative polarity, values close to 1 to positive
polarity.

Given the sentiment scores, a third sentiment-related attribute is added to the dataset,
which captures the strength of the polarity independent of its direction. One of the hy-
potheses stated in Section 2.6 says that the stronger a comment’s sentiment polarity, the
more biased the article (H3). Since the sentiment scores lie between 0 and 1, with both
ends of the range indicating negative and positive sentiment, respectively, the actual
polarity strength is not given by that. For example, considering a negative sentiment
score of 0.95 simultaneously means that the positive sentiment score is 0.05. Hence, the
statement is classified as negative because the negative sentiment score exceeds the
positive score. However, that score does not indicate how strong the sentiment is, i.e.,
how much it deviates from a neutral value. The value for neutral sentiment is 0.5, as it
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is the exact middle value between the two extremes. Therefore, in order to obtain the
polarity strength, the absolute differences for each sentiment score to 0.5 are considered.
Because of the scores’ mutuality, it does not make a difference which score to take. The
absolute distances to 0.5 are the same for both positive and negative scores. Lastly, to
keep this attribute on a comparable scale with the other comment characteristics, the
polarity strengths are transformed onto a scale ranging from 0 to 1, using min-max
normalization.

4.2.2 XLNet for Hate Speech Detection

As described in Section 3.2.1, a hate speech classifier has been implemented with the
goal to detect hateful language in tweets. For this purpose, tweets are classified as
either hate or non-hate. Similar to the sentiment classifier, this classifier also returns
two scores, one indicating the likelihood that the text is hateful and the other indicating
the appositive. Again, both scores range between 0 (non-hate) and 1 (hate) and add up
to 1. Examples for the hate speech classification results are provided in Table 4.2.

Table 4.2: Classification Results using XLNet for Hate Speech Detection

Tweet Text Positive Score Negative Score Label

Because she is a better per-
son than I am

0.016 0.984 non-hate

let s see if he listens or
does the same pigheaded
shit he did with USDA

0.985 0.015 hate

Note: This Table provides examples, how the fine-tuned xlnet-base-cased obtained in Section 3.2.1
classifies text into hate and non-hate. As described in that Section, the tweet text has been cleaned
for a better text understanding.

Of all 175,807 tweets in the dataset, only 15.7% have been classified as hate, whereas
the vast majority of 84.3% tweets have been classified as non-hate. The plot is shown
in Figure 4.9. Interestingly, the classifier provides more stable results than the one for
sentiment analysis. As shown in Figure 4.10, the hate scores are even more explicit with
values being either close to 0 (non-hate) or close to 1 (hate).
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Figure 4.9: Distribution of Class Labels for
Hate Speech Detection

Note: This Figure shows the distribution of the hate
labels determined using the XLNet-based classifier.
15.7% of the tweets are labeled as hate, 84.3% as
non-hate.

Figure 4.10: Distribution of Hate Scores

Note: This Figure shows the distribution of the hate
values. Values close to 0 refer to non-hate, values
close to 1 to hate.

4.2.3 Perspective API for Text Classification

The last step described in Section 3.2.2 refers to text classification using Google’s
Perspective API. The ratings for all existing 16 attributes have been requested. The
API then returns a score between 0 and 1, indicating the likelihood that the respective
tweet is perceived as said attribute. Table 4.3 provides an example for three selected
attributes: "toxicity", "profanity", and "insult". The attribute toxicity describes "[a]
rude, disrespectful, or unreasonable comment that is likely to make people leave a
discussion" [79]. Profanity means "[s]wear words, curse words, or other obscene or
profane language" [79]. A statement having a high score for insult means, it is an
[i]nsulting, inflammatory, or negative comments towards a person or a group of people"
[79]. A detailed description of all attributes is provided in Table A.1.

Table 4.3: Classification Results using Perspective API

Tweet Text Toxicity Profanity Insult

Trump is a cheap cheating
lying bastard

0.981 0.956 0.985

I don t know I like Ellen
Always have

0.129 0.088 0.057

Note: This Table provides examples of how Google’s Perspective API classifies text into the three
attributes "toxicity", "profanity", and "insult". As described in that Section, the tweet text has been
cleaned for a better text understanding.
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Most of the scores follow a similar distribution throughout the dataset, where scores
are either skewed towards 0 or towards 1. Only the two attributes, "incoherent" and
"inflammatory", have more balanced scores throughout the dataset. In Section A.2,
Figure A.5 shows all distribution plots for the 16 Perspective API attributes.

4.3 the final dataset

Before continuing with the results of the multi-level regression model, this Section
shortly summarizes the data that has been obtained.

The final dataset consists of a total number of 175,807 tweets on 2,800 articles. Over-
all, 255 news outlets have been included in the dataset. In total, the dataset can be
divided into three types of attributes: 1) comment characteristics, 2) article-related
metrics, and 3) outlet-related metrics. The comment characteristics refer to all the
attributes that determine the tweets’ characteristics: the positive and negative hate
scores, the hate value, the positive and negative sentiment scores, the sentiment value,
the polarity strength, and the 16 Perspective API attributes. Second, article-related
metrics refer to all information on article-level that have been collected from ad fontes
media. Those attributes are the bias score and the reliability score. Lastly, outlet-related
metrics have also been collected from ad fontes media. They are the outlet’s overall
bias score and respective bias class, and the outlet’s overall reliability score and its
reliability class. A detailed overview of all attributes of the dataset is found in Table A.3.

4.4 multi-level regression analysis

Before the data is further analyzed, it has first been observed by plotting a correlation
matrix. However, the results are not meaningful because they show only weak relations
between the attributes in question (cf. Figure A.6, Figure A.6). This most likely stems
from the reason that the underlying structure of the dataset corresponds to hierarchical
data. More precisely, the created dataset contains information on tweet-level, article-
level, and outlet-level. The tweets are nested within articles, and the articles are in
turn nested within outlets. However, the focus lies on the bias of an article, which is
reflected by the two attributes bias score and reliability score. As explanatory factors, all
attributes describing comment characteristics as well as the outlet scores are considered.
Because the dependent variables are on article-level, it is assumed to be the lowest level
(i.e., level 1) and outlets the upper level (i.e., level 2). Consequently, all tweet-related
comment characteristics are grouped by articles. By that, the comment characteristics
are transformed to level-1 variables. This makes the regression analysis a multi-level
problem on two hierarchical levels.
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The following multi-level regression is conducted only with a subset of the available
attributes, which are considered to be most meaningful. The data included consists of
two level-1 predictors, two level-2 predictors, and two outcome variables. The predictors
on level 1 are hate score and polarity strength. The positive hate score is included
for the hate score, which is interpreted as the higher the score, the more hateful the
comment. On the other hand, the polarity strength indicates the higher the score, the
stronger the sentences’ polarity. However, if the polarity is positive or negative is not
included in this score. The predictors on level 2 are the outlet’s overall political bias and
overall reliability. The two outcome variables are also on level 1 and refer to the article’s
bias score and the article’s reliability score. As both outcome variables are of interest,
the regression analysis is conducted once for bias score as the dependent variable and
once for reliability score as the dependent variable.

Before the multi-level regression model can be performed, the two bias scores need
to be prepared in order to obtain meaningful results. With the biases ranging from -42

to +42, the interpretation of regression results will be difficult, as the exact direction
cannot be uniquely identified. Therefore, all bias scores are transformed onto the posi-
tive scale, which leads to the two attributes ranging from 0 to 42, where 0 indicates no
bias and 42 indicates most extreme biased. By that, the direction of the effects can be
unambiguously interpreted.

4.4.1 The "Pure" Effects of Level-1 and Level-2 Predictors

Recall the multi-level regression Equation stated in Equation 3.9, which is used to obtain
the "pure" effects of the predictors. The model consists of two level-1 predictors and two
level-2 predictors. In order to obtain meaningful results with interpretable regression
coefficients, the predictors are centered accordingly. Table 4.4 provides an overview of
the model parameters, the regression coefficients, the corresponding predictors of the
model, and which centering method has been applied.

As stated above, the multi-level regression is conducted once for the articles’ bias
scores as the outcome variable and once for the article’s reliability score, respectively.
Table 4.5 shows the parameter estimates for two models, where (1) refers to the model
set up with the bias score as the dependent variable, and (2) refers to the model set up
with the reliability score as the dependent variable.
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Table 4.4: The Model Parameters used to Estimate the "Pure" Effects

Parameter Regression
Coefficient

Variable Centering
Method

X1CWC γ10 hate_cwc CWC*

X2CWC γ20 polarity_cwc CWC*

Z1CGM γ01 overall_bias_cgm CGM**

Z2CGM γ02 overall_reliability_cgm CGM**

Z3CGM γ03 gmean_hate_cgm CGM**

Z4CGM γ04 gmean_polarity_cgm CGM**

Note: This Table provides a description for the parameters of Equation 3.9.
* Group mean centered
** Grand mean centered

Table 4.5: Results for Level-1 and Level-2 Effects

Dependent variable:

bias_score_abs reliability_score

(1) (2)

hate_cwc 4.065∗∗∗ (0.792) −2.099∗∗∗ (0.702)

polarity_cwc 0.756 (1.009) −1.528 (1.036)

overall_bias_cgm 0.793∗∗∗ (0.046) −0.099∗∗ (0.050)

overall_reliability_cgm −0.057 (0.039) 0.638∗∗∗ (0.043)

gmean_hate_cgm 0.977 (2.182) −2.953 (2.400)

gmean_polarity_cgm −0.711 (2.694) 2.087 (3.036)

Constant 8.469∗∗∗ (0.136) 39.252∗∗∗ (0.144)

Observations 2,800 2,800

Log Likelihood -8,602.005 -9,014.642

Akaike Inf. Crit. 17,232.010 18,047.280

Bayesian Inf. Crit. 17,315.130 18,100.720

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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The Effects on the Article Bias
The parameter estimates of the first model provide valuable insights. Starting with the
level-1 predictors, the only significant relationship that has been observed is the one
between the level of hate in the comments and the article bias. However, this effect
refers to the within-group variance. Hence, it can be interpreted as the "pure" effect of
the comments’ hatefulness on the article’s bias. The relationship is positive, and the
regression coefficient is 4.065, which means that if the comments’ hatefulness increases
by 1 score point, the bias of the article increases by 4.065 score points. The "pure" effect
of the polarity strength on the article’s bias is 0.756. However, the estimate is not signif-
icant. In contrast, the between-group variance predicts how a groups’ average value
affects the average outcome value. These effects are estimated by including the two
grand mean centered group means of hate score and polarity strength. The regression
coefficients estimating the between-group variance are γ03 and γ04. These estimates are
not significant.

For the level-2 predictors, the "pure" effect of the outlet’s overall bias on the outcome
is positive and significant, meaning that the bias score of articles is higher when the
outlet is generally considered to be more biased. The effect of the outlet’s overall
reliability on the outcome is not significant.

In addition, it has been assumed that the slopes for the two level-1 predictors vary
across outlets. However, only the variance of the hate score is significant. The variance
of the polarity strength is not. This means, for polarity strength, the hypothesis that the
slope is varying across outlets can be rejected [71]. Hence, for further research, one can
assume that polarity strength is not varying across outlets.

The Effects on the Article Reliability:
The parameter estimates obtained from the second multi-level regression (2) provide
similar results as the first regression. As for the level-1 predictors, again, the only
significant relationship is observed between the level of hate in the comments and the
article’s reliability. The value for the regression coefficient is -2.099 and significant at p <
0.01, predicting the "pure" effect of hate score on the article’s reliability on level 1. This
is interpreted as the increase of the comments’ hate score by 1 score point, decreases
the article’s reliability by 2.099 score points. Similar to the results described above, no
significant direct effect of polarity strength on the article’s reliability has been observed,
as well as no significant between-group variances.

For the level-2 predictors, however, both have significant effects on the outcome. For
the overall bias, the regression coefficient is -0.099 and significant at p < 0.05. This result
indicates that the article’s reliability decreases with an increase in the outlet’s overall
bias score. For the overall reliability, the regression coefficient is 0.638 and is significant
at p < 0.01. This is interpreted as an article’s reliability score increasing if the outlet’s
overall reliability score increases.
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In addition, for this model, the variances of the two level-1 predictors are both not
significant, allowing the conclusion that the slopes for hate score and polarity strength
do not vary across outlets [71]. For further research, this means that both level-1 predic-
tors can be assumed to not vary across outlets [71]

In sum, the two conducted analyses provide evidence that the hate score of the com-
ments has a positive effect on the article’s bias. This is true for both outcomes, article
bias, and article reliability. In contrast, no significant effects have been observed for the
polarity strength. Lastly, the results show significant effects of the outlet’s overall bias
and the outlet’s overall reliability on the article’s bias. For the regression on the article’s
bias score, evidence exists that the article’s bias score is higher for outlets rated as
more biased. For the regression on the article’s reliability score, the parameter estimates
indicate that the article’s reliability is less for more biased outlets but higher for more
reliable outlets.

4.4.2 Interaction Effects of Level-2 Predictors

As stated in Section 3.3.3, in the case of significant relationships between level-1
predictors and the outcome variable, the data is further observed with regard to
interaction effects. Recalling Equation 3.10, which is used to obtain interaction effects.
The model for the interaction effects is specified similarly to the above model, with the
only difference that the grand mean centered group means are not required here. The
reason for that is, that in order to get estimates for the interaction effects, only the four
regression coefficients γ11, γ12, γ21, and γ22 are required.

For both above-stated regressions, significant relationships have only been observed
between the hate score and the article’s bias and the hate score and the article’s
reliability. Hence Equation 3.10 reduces as shown in the following. The parameters
have the same meaning as stated in Table 4.4.

Yij = γ00 + γ01Z1jCGM + γ02Z2jCGM

+ γ10X1ijCWC + γ11Z1jCGM X1ijCWC + γ12Z2jCGM X1ijCWC

+ u0j + u1jX1ij + u2jX2ij + eij

(4.1)

The following Table 4.6 presents the parameter estimates for the interaction effects
between hate score and overall bias as well as hate score and overall reliability. The
analysis has again been conducted twice: once for bias score as the dependent variable
(3) and once for reliability score as the dependent variable (4).
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Table 4.6: Results for Interaction Effects

Dependent variable:

bias_score_abs reliability_score

(3) (4)

hate_cwc 3.786∗∗∗ (0.762) −2.022∗∗∗ (0.709)

polarity_cwc 0.684 (1.008) −1.498 (1.037)

overall_bias_cgm 0.775∗∗∗ (0.046) −0.112∗∗ (0.049)

overall_reliability_cgm −0.070∗ (0.040) 0.634∗∗∗ (0.042)

hate_cwc:overall_bias_cgm 0.703∗∗∗ (0.252) −0.296 (0.235)

hate_cwc:overall_reliability_cgm 0.435∗∗ (0.217) −0.226 (0.202)

Constant 8.461∗∗∗ (0.136) 39.257∗∗∗ (0.145)

Observations 2,800 2,800

Log Likelihood -8,597.700 -9,014.854

Akaike Inf. Crit. 17,223.400 18,047.710

Bayesian Inf. Crit. 17,306.520 18,101.140

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

The Moderating Effect on Hate-Bias Relationship
The parameter estimates for the first regression (3) prove that both interaction effects
are significant. The first regression coefficient for the interaction effect between overall
bias and hate score is 0.703 and significant at p < 0.01. This result indicates that the
effect of hateful comments on the article’s bias is more prominent for more biased
outlets.

The regression coefficient for the interaction effect between overall reliability and hate
score is 0.435 and is significant at p < 0.05. This is interpreted as the effect of hateful
comments on the article’s bias is larger for outlets that are considered to be more reliable.

The Moderating Effect on Hate-Reliability Relationship
The parameter estimates for the second regression (4) provide no evidence for the
existence of interaction effects. The two regression coefficients for the interaction effect
between overall bias and hate score and overall reliability and hate score are not signifi-
cant.
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4.4.3 Implications from the Regression Results

Recalling the three hypotheses that have been stated in Section 2.6:

H1: The more hateful the comments on an article, the more biased this article
is.

H2: The stronger the comments’ polarity on an article, the more biased this
article is.

H3: The more biased a news outlet, the more biased are the articles of that
news outlet.

In conclusion, the two conducted regression models (1) and (2) support hypothesis 1.
Both models provide parameter estimates that show a significant relationship between
the hatefulness of comments and the article’s bias. In contrast, no evidence has been
found that confirms hypothesis 2, indicating that the polarity strength does not affect
the article’s bias. Lastly, both regression models (1) and (2) show a positive relationship
between the outlet’s overall bias and the article’s bias. In addition, model (2) additionally
indicates that the higher the outlet’s reliability, the higher the article’s reliability. These
results confirm hypothesis 3.

In addition, model (3) provides evidence for the existence of interaction effects,
indicating that the effect of hateful comments on the article’s bias is even worse when
the outlet is more biased. These findings underpin the above-described results of the
direct effects. Hence, H1 and H3 are supported even stronger.

With regard to the two research questions formulated in Section 2.6, the following
conclusion is derived: The above-conducted regression confirms that comment charac-
teristics can indeed be an indicator for the article’s bias. However, this has only been
observed for the hate score of the comments. The polarity strength seems to have no
effect on the article’s bias. In addition, evidence has been provided that the outlet’s bias
also influences how biased the articles are. Hence, the outlets’ stance is an additional
important factor, next to the comment characteristics.
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D I S C U S S I O N

This thesis’s main goal is to better understand the structure of media bias. As discussed
in Chapter 2, the concept of media bias is multi-layered and complex, and current
research does not provide a universal definition. By conducting an extensive literature
review, some gaps in the current media bias research have been identified, and attempts
to fill these gaps have been made. First, one downside of the current state of the art
stems from the vast amounts of existing media bias related literature and the fact that
no structured theoretical framework of media bias yet exists. Often, researchers provide
valuable insights, however, without considering the bigger picture. In order to fill this
gap, a theoretical framework of media bias has been proposed in Section 2.2. The
framework divides the concept into four subcategories to which different bias types are
assigned.

In addition, the existing literature shows that media bias is very closely linked to
other concepts, two of which are hate speech and sentiment analysis. Since there is no
research yet that explicitly studies these two concepts in the context of media bias, an
approach has been proposed to observe whether comments on an article are indicators
of the article’s bias. For this purpose, first, comments on articles have been collected.
Then, these comments have been examined for their characteristics, focusing on hate
speech and sentiment analysis. Each comment has been assigned a hate score and
a sentiment score, which respectively indicates how much the respective comment
contains hate, or in which direction and how strong the sentiment polarity of the
comment is. Once these comment characteristics have been determined, it is examined
how these characteristics relate to the article’s bias they have been posted on. For
this last step, multi-level regression models have been applied. Chapter 3 provides an
in-depth explanation of the methodological procedure.

Chapter 4 presents the step-wise results of the approach described in Chapter 3.
This includes the description of the collected data and presents the results of the
comment analysis and the multi-level regression. The results provide evidence that the
characteristics of the comments on an article indeed allow making inferences about the
article’s bias. The regression estimates obtained from several multi-level regressions
show that the more hateful the comments, the higher the article’s political bias as well
as its reliability. However, for the polarity strength, this effect has not been confirmed.
In addition, this hate-bias relationship is reinforced by the outlet’s overall level of bias
and reliability. This indicates that the more the outlet is generally biased and the more
the outlet is considered to be reliable, the stronger the effect of hateful comments on
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the article’s bias. These results allow the conclusion that both the comments and the
outlet’s stance influence the article’s bias.

In the following Section 5.1, the limitations of the approach proposed in Chapter 3

are discussed. In addition, Section 5.2 summarizes possibilities for future research.

5.1 limitations

One of the limitations of this approach has already been pointed out in Section 3.2.1. As
shown in Figure 3.3 the learning curves of the fine-tuning of the XLNet for sentiment
analysis indicate that the model suffers from overfitting. Several solutions exists how
overfitting can be prevented. The most straightforward solution is to find the appro-
priate number of training epochs. If the model is trained too long, it remembers the
structure of the training data too well and hence results in overfitting [141]. However,
here the model suffers from overfitting already after the second epoch. Therefore, a
more suitable solution is to increase the quality and the size of the training data, as
the model’s "performance can be significantly affected by the quantity and quality
of training dataset" [141, p. 3]. Ideally, the model is fine-tuned on large amounts of
high-quality training data, potentially even applying regularization techniques like
experimenting with the dropout rate [141]. However, this approach has not been pur-
sued further due to limited computational resources, time constraints, and the limited
number of publicly available sentiment datasets.

In general, the classification of Twitter data with regard to hate speech and sentiment
polarity is difficult. This stems from the nature of Twitter as a microblogging service. In
general, tweets are short messages with a maximum of only 280 characters. Therefore,
users often tend to use abbreviations, smileys, and other Twitter-specific languages to
express their opinions [147]. In addition, language models generally have difficulties
understanding subtle nuances in human language like negations, sarcasm, or slang.

What is more, that often, the labels of the dataset are not gold-standard. One problem
with manually annotated data is that it is prone to contain racial bias or other kinds
of biases introduced by the annotator [115]. When training a classifier with biased
data, the algorithm will adopt this bias, and hence, the classifier tends to return biased
classification results [97].

Therefore, in order to obtain a high-quality, fine-tuned language model for the
respective task, a collection of the most common language models should have been
considered. By doing so, a baseline performance is established against which the
performance of other models can be evaluated, for example, following the approach
of Spinde, et al. [125]. In more detail, this means, in addition to the XLNet, other
established language models should have been applied. The current state-of-the-art
models for text classification include BERT, RoBERTa, DistilBERT, XLM, or T5 [17]. In
addition, different approaches can be tested against each other, for example, pursuing
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the approach presented by Rodrìguez, et al. [112] who applied sentiment and emotion
analysis to detect hateful language. It is arguable whether hate speech detection and
sentiment analysis are two-class classification problems. Approaches exist where the
classification task is considered a multi-class problem. For hate speech detection, some
datasets contain three or four labels, specifying the tweets, for example, into hateful
language, offensive language, or neither [33, 135, 136]. The same applies for sentiment
datasets, where the vast majority of datasets contain at least the three labels positive,
negative, and neutral [58, 78].

While collecting the Twitter data, a total number of 28 outlets has been excluded.
For 11 of them, the reason is that no original tweets have been found. This observation
allows the conclusion that the sequential regex-based matching is not optimized yet.
In this work, the approach only checks if the article URL is embedded within the
meta-data of the scraped Twitter data. If this is not the case, it is tested whether the
tweet text contains the article’s headline or parts of it. Obviously, this approach is
error-prone. Either wrong matches are returned, especially when the article’s headline
is rather short and more general (e.g., "temperatures break another heat record"). Or
matches are not returned at all, as most tweets do not contain the article’s headline.
One way to potentially optimize the matching process is to find the articles via the
tweet text directly. In most cases, the URLs in the tweet text are short links that do not
provide any reference to the original article URL. Therefore, a script is required that
automatically clicks each link present in the tweet text and then saves the outputted
URL. By that, a collection of all URLs that have been posted is created. This list can
then be easily compared to the list of article URLs collected from ad fontes media. This
approach is more sophisticated and most probably increases the number of correct
matches. However, due to limited time and because the amount of data collected is
already adequately high, it has been renounced to consider this approach.

In general, more Twitter data can be collected by recursively collecting comments and
quoted retweets. In this thesis, only the comments and quoted retweets on level 1 have
been collected. This means only the comments that have been posted directly on the
original tweet as well as the quoted retweets of that original tweet. In the following, one
could recursively collect all comments to the quoted retweets as well quoted retweets
of those retweets.

Lastly, the theoretical framework defined for media bias distinguishes different bias
types as adequately as possible, making it easier to understand how individual bias
types differ from one another, where similarities exist, and what characteristics can be
used to identify the respective bias type. However, due to the complexity of the concept
and the complexity of human language, there are always cases where a clear distinction
between individual bias types is not possible. For example,
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5.2 future work

The discussion of limitations of the approaches proposed in this thesis, some impli-
cations for future research have already been made. These are mainly proposals to
ensure a better quality of the techniques applied in this thesis. However, this Section 5.2
discusses additional opportunities for future work that go beyond the scope of this
thesis.

First, the next logical step is to further observe indicators for an article’s bias. Given
the hierarchical data structure of this work, additional hierarchies can be added. For
example, by conducting topic modeling, a third level can be introduced to the multi-level
regression model. This results in a dataset where articles are nested into outlets, which
in turn are nested into topics. Recalling the factors of the bias subcategory cognitive
bias. One of the factors, level of involvement, states that the more an individual is
involved with a topic, the more likely it is that news is perceived as biased. Therefore,
one logical assumption is that articles on generally more polarizing topics receive more
comments which have stronger pronounced characteristics.

Furthermore, the attribute scores requested from the Perspective API have not been
further examined in this thesis due to limited time. However, they might provide
valuable insights for future research as they allow a more fine-graded differentiation of
comment characteristics. Considering the definitions of the attributes (cf. Table A.1),
some of them can clearly be identified as types of hateful language, for example,
"toxicity", "severe toxicity", "identity attack", "insult", "profanity", or "threat". This
approach ties in, for example, with the existing work of Davidson, et al. [33], who
differentiate between hateful language and offensive language.

In general, with regard to future work, considering additional information sources
might reveal valuable insights. For example, approaches exists where researchers
evaluate the bias of an article by classifying the article’s headline [106]. One could extend
this approach, for example, by examining whether the article’s headline influences
how strongly the comment characteristics are pronounced, for example, by observing
whether more luridly framed headlines attract more emotionally charged comments.

Lastly, considering the fact that Twitter is an enormously large database that collects
all kinds of user-generated data, conducting a user-group analysis might provide
additional valuable insights. Adapting ideas of already existing user group analysis
approaches [75, 105], one could investigate demographics of users like the user’s age,
gender, or political orientation. This user-specific information can then be used in
different contexts, for example, to investigate within- and between-group dynamics of
the comments on articles of different outlets.
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Since the Internet has become increasingly important to our society, the media environ-
ment has changed. A lot of information exchange takes place online, be it in the private
sphere to stay connected with friends and family, but also in the professional sphere, for
example, companies that increasingly hold meetings online. This development has even
been reinforced due to the ongoing COVID-19 pandemic, and online communication
channels have become even more deeply embedded in our society. Social media plat-
forms like Facebook or Twitter are widespread mediums for all kinds of information
gathering, with increasing popularity for news consumption. It is, therefore, no surprise
that news outlets are increasingly relying on online media channels to disseminate their
articles. Consequently, the amount of news available online is greater and more diverse
than ever before.

The downside of these online channels is that anyone can write news stories and
share it with a large potential readership - with almost no control. This uncontrolled
flow of information is problematic, as it leads to the increased sharing of false or
inaccurate information. The ongoing COVID-19 pandemic has once again made it
frighteningly clear how quickly false information can spread and how dangerous such
misinformation can be. However, fake news is just one of many ways how biased news
can manifest. Nonetheless, the consequences media bias has on our society can be
severe. Hence, understanding the underlying structures behind media bias becomes
increasingly important.

This thesis pursues exactly this goal by making several contributions to the media
bias research. On the one hand, with the help of the presented theoretical framework,
the categorization of different bias types is simplified. It facilitates understanding
how different bias types are related to each other and how they can be distinguished.
Furthermore, with the help of a newly created media bias dataset, it is examined
whether comment characteristics can be an indicator of an article’s bias. The results
provide evidence that the level of hate in the comments is associated with more biased
articles. Specifically, talking about the political bias of an article as well as its reliability.
The results also show that this hate-bias relationship is reinforced by the news outlet’s
stance. The thesis provides evidence that outlets that generally have a more pronounced
political bias and outlets that are considered reliable show a stronger expression of this
hate-bias relationship.

In conclusion, this work contributes to making news coverage more transparent.
Working towards a media environment that encourages fair and neutral reporting
becomes increasingly important the more our lives shift towards the online world.
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A P P E N D I X

a.1 additional tables

a.1.1 Description of the Perspective API Attributes

In the following Table A.1 a detailed definition of each Perspective API attribute is
provided.

Table A.1: The Perspective API Attributes

Attribute Description

Toxicity "A rude, disrespectful, or unreasonable comment that is
likely to make people leave a discussion."

Severe Toxicity "A very hateful, aggressive, disrespectful comment or
otherwise very likely to make a user leave a discussion
or give up on sharing their perspective. This attribute is
much less sensitive to more mild forms of toxicity, such
as comments that include positive uses of curse words."

Identity Attack "Negative or hateful comments targeting someone be-
cause of their identity."

Insult "Insulting, inflammatory, or negative comment towards a
person or a group of people."

Profanity "Swear words, curse words, or other obscene or profane
language."

Threat "Describes an intention to inflict pain, injury, or violence
against an individual or group."

Sexually Explicit* "Contains references to sexual acts, body parts, or other
lewd content."

Continued on next page
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Table A.1: The Perspective API Attributes (cont.)

Attribute Description

Flirtation* "Pickup lines, complimenting appearance, subtle sexual
innuendos, etc."

Attack on Author** "Attack on the author of an article or post."

Attack on Commenter** "Attack on fellow commenter."

Incoherent** "Difficult to understand, nonsensical."

Inflammatory** "Intending to provoke or inflame."

Likely to Reject** "Overall measure of the likelihood for the comment to be
rejected according to the NYT’s moderation."

Obscene** "Obscene or vulgar language such as cursing."

Spam** "Irrelevant and unsolicited commercial content."

Unsubstantial** "Trivial or short comments"

Note:

* Attributes marked with * are experimental attributes "that have
not been tested as thoroughly as production attributes" [79].

** Attributes marked with ** have only been trained on New York
Times (NYT) data. Hence, their functionality might be not that
broad [79].

Note: This Table contains the descriptions of all 16 Perspective API attributes. All descriptions are
cited from the Perspective’s website [79].
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a.1.2 All Rated News Outlets

The following Table A.2 provides a listing of all news outlets that have been rated by ad
fontes media. However, not all outlets are included in the final dataset. See the Table’s
note for more information.

Table A.2: Overview of all Rated Outlets

Outlet

19th News Fortune RedState

ABC News Forward Reuters

Advocate Magazine Fox Business Right Wing Watch

Agence France-Presse Fox News Roll Call

Al Jazeera Glamour RT

AL.com Glenn Beck** Salon

AlterNet Glenn Greenwald Salt Lake Tribune***

American Greatness Global News San Diego Union-Tribune

American Independent Good News Network San Francisco Chronicle

American Prospect Harper’s Bazaar SeattlePI

American Thinker** Hartford Courant Second Nexus***

AP Hawaii News Now SF Examiner

Arizona Daily Star Heavy SFGate

Army Times High Country News Shadowproof

ARS Technica Hill Reporter Sky News

Aspen Times Houston Chronicle Slate

Atlanta Black Star HuffPost Smithsonian Magazine

Atlanta Journal-Constitution In These Times Snopes

Axios Independent Journal Review*** Sojourners

AZ Central Indianapolis Star South China Morning Post

Baltimore Sun Inquisitr Sputnik International News

BBC Inside Climate News St. Louis Post-Dispatch

Bearing Arms Insider Star Tribune-Minneapolis

Before It’s News Jacobin Stars and Stripes

Big League Politics Jezebel Sun Sentinel

Continued on next page
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Table A.2: Overview of all Rated Outlets (cont.)

Outlet

Bill O’Reilly Judicial Watch Syracuse Post-Standard

Billboard Just the News Talking Points Memo

Bipartisan Report** Kansas City Star Tampa Bay Times

Bloomberg Government** LA Times Tangle

Bloomberg News LA Weekly TechCrunch

Boing Boing* Laconia Daily Sun*** Teen Vogue

Boston Globe Las Vegas Review-Journal Tennessean

Boston Herald Liberty Nation The American Conservative

Breitbart Life News The American Spectator

Bring Me the News LifeZette The Atlantic

BuzzFeed News MarketWatch The Bulwark

Capitol Weekly MEDIAite The Business Journals***

Cato Institute Meidas Touch The Christian Post

CBN Mercury News The College Fix

CBS News Mic The Dispatch

CFO Military Times The Economist

Charleston Gazette-Mail Milwaukee Journal Sentinel The Evening Times*

Chicago Sun-Times Montana Free Press The Federalist

Chicago Tribune Mother Jones The Guardian

Chicks on the Right MSNBC The Hill

Christian Science Monitor*** National Catholic Register The Independent

Christianity Today National File The Intercept

Chron.com*** National Review The Liberty Loft***

Cleveland.com NBC News The Nation

CNBC New Republic The New American**

CNET New Statesman The New York Times

CNN** New York Daily News The New Yorker

CNSNews New York Magazine*** The Oregonian

Colorado Daily** New York Post The Progressive

Continued on next page
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Table A.2: Overview of all Rated Outlets (cont.)

Outlet

Columbia Journalism Re-
view

New York Sun* The Right Scoop

Comic Sands* News and Guts The Root

Common Dreams NewsBusters The Skimm

Conservative Review Newsday*** The Stream

Consortium News Newser*** The Trace

Cosmopolitan Newsmax The Verge

CounterPunch NewsNation Now The Village Voice

Crooks and Liars NewsOne The Weather Channel

Current Affairs NewsPunch** The Week

Daily Beast Newsweek TheGrio

Daily Caller Newsy Time Magazine

Daily Dot NJ.com TMZ

Daily Herald-Chicago*** NOLA.com Townhall

Daily Kos NowThis News Truthout

Daily Mail** NPR Turning Point USA**

Daily Signal OAN Network Twitchy

Daily Torch Occupy Democrats UPI

Daily Wire Omaha World-Herald Upworthy

Dallas Morning News Orlando Sentinel US News and World Report

Deadline OZY USA Today

Defense News Palmer Report Vanity Fair

Democracy Now Patch*** Variety

Denver Post PBS Vice

Deseret News Pittsburgh Post-Gazette Vogue

Detroit Free Press PJ Media Voice of America

Detroit News Politico Vox

Education Week Politicus USA Wall Street Journal

Elite Daily Politifact Washington Blade

Elle Popsugar Washington Examiner

Continued on next page
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Table A.2: Overview of all Rated Outlets (cont.)

Outlet

Engadget Popular Information Washington Free Beacon

Epoch Times Poynter Washington Monthly

Esquire PragerU Washington Post

FAIR ProPublica Washington Times

Fair Observer Quartz Washingtonian

Financial Buzz Quillette Western Journal

Financial Times Radio Times WIRED

Fiscal Times** Rasmussen Reports WND

FiveThirtyEight Raw Story Wonkette

Forbes Real News Network ZeroHedge

Foreign Affairs RealClear Politics

Foreign Policy Reason

Note: This Table lists all news outlets that have been rated by ad fontes media.
* No tweets have been posted within the dedicated time frame.
** No original tweets have been found.
*** No comments or quoted retweets have been found for all articles of this outlet.
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a.1.3 The Attributes of the Final Dataset

In Section 4.3, the final dataset created throughout this work has been presented. The
following Table A.3 describes each attribute of the dataset. For each numerical attribute,
its value range is specified. The definitions of the Perspective API attribute are stated
in Table A.1, hence it has been renounced to define them again in this Table.

Table A.3: Definition of all Parameters of the Final Dataset

Parameter Description Value
Range

id The unique tweet id of the comment.

text The text of the comment.

tweet_id The id of the original tweet to which the
comment belongs.

title The headline of the article which is ref-
erenced by the original tweet.

outlet The news outlet which published the
article and posted the original tweet.

twitter_handle The Twitter user name of the news outlet

article_url The URL of the article which is refer-
enced by the original tweet.

adfontes_url The URL to the outlet’s subpage on ad
fontes media’s website.

bias_score The bias score of the article which is
referenced by the original tweet. This
score indicates the political bias. A score
of 0 indicates no bias.

[−42, 42]

reliability_score The reliability score of the article which
is referenced by the original tweet. This
score indicates the truthfulness.

[0, 64]

pos_score_hate The positive hate score of the tweet re-
turned by the XLNet-based classifier.
The closer the value to 1, the higher the
likelihood that the respective tweet is
hate.

[0, 1]

neg_score_hate The negative hate score of the tweet
returned by the XLNet-based classifier.
The closer the value to 1, the higher the
likelihood that the respective tweet is
non-hate.

[0, 1]

Continued on next page
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Table A.3: Definition of all Parameters of the Final Dataset (cont.)

Parameter Description Value
Range

hate_value The label indicating whether the tweet
is hate or non-hate.

(non-hate,
hate)

pos_score_sentiment The positive sentiment score of the tweet
returned by the XLNet-based classifier.
The closer the value to 1, the higher the
likelihood that the respective tweet is
positive.

[0, 1]

neg_score_sentiment The negative sentiment score of the
tweet returned by the XLNet-based clas-
sifier. The closer the value to 1, the
higher the likelihood that the respective
tweet is negative.

[0, 1]

sentiment The label indicating whether the tweet
is positive or negative

(negative,
positive)

INSULT The score for the Perspective API at-
tribute Insult*

[0, 1]

LIKELY_TO_REJECT The score for the Perspective API at-
tribute Likely to Reject*

[0, 1]

IDENTITY_ATTACK The score for the Perspective API at-
tribute Identity Attack*

[0, 1]

SEVERE_TOXICITY The score for the Perspective API at-
tribute Severe Toxicity*

[0, 1]

THREAT The score for the Perspective API at-
tribute Threat*

[0, 1]

FLIRTATION The score for the Perspective API at-
tribute Flirtation*

[0, 1]

TOXICITY The score for the Perspective API at-
tribute Toxicity*

[0, 1]

ATTACK_ON_COMMENTER The score for the Perspective API at-
tribute Attack on Commenter*

[0, 1]

SEXUALLY_EXPLICIT The score for the Perspective API at-
tribute Sexually Explicit*

[0, 1]

SPAM The score for the Perspective API at-
tribute Spam*

[0, 1]

INCOHERENT The score for the Perspective API at-
tribute Incoherent*

[0, 1]

Continued on next page



A.1 additional tables 83

Table A.3: Definition of all Parameters of the Final Dataset (cont.)

Parameter Description Value
Range

UNSUBSTANTIAL The score for the Perspective API at-
tribute Unsubstantial*

[0, 1]

ATTACK_ON_AUTHOR The score for the Perspective API at-
tribute Attack on Author*

[0, 1]

PROFANITY The score for the Perspective API at-
tribute Profanity*

[0, 1]

INFLAMMATORY The score for the Perspective API at-
tribute Inflammatory*

[0, 1]

OBSCENE The score for the Perspective API at-
tribute Obscene*

[0, 1]

bias_class The bias class of the outlet. **

reliability_class The reliability class of the outlet. ***

overall_reliability The overall reliability score of the outlet. [0, 64]

overall_bias The overall bias score of the outlet [−42, 42]

polarity_strength The polarity strength of the tweet. The
closer the value to 1, the stronger the po-
larity of the tweet (positive or negative).

[0, 1]

Note: This Table provides an explanation for all attributes of the final dataset.
* Please refer to Table A.1 for detailed descriptions of the Perspective API attributes.
* The bias classes for outlets are: 1) most extreme left, 2) hyper-partisan left, 3) skews left, 4) middle
or balanced bias, 5) skews right, 6) hyper-partisan right, 7) most extreme right
** The reliability classes for outlets are: 1) original fact reporting, 2) fact reporting, 3) complex analysis
or mix of fact reporting and analysis, 4) analysis or high variation in reliability, 5) opinion or high
variation in reliability, 6) selective or incomplete story/unfair persuasion/propaganda, 7) contains
misleading information, 8) contains inaccurate/fabricated information
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a.2 additional figures

a.2.1 Distribution Plots for the Initial Dataset

The following plots refer to the initial dataset that have been collected from ad fontes
media’s website (cf. Section 4.1.1), before further excluding articles and outlets due
to the Twitter data collection process. The figures show the distribution of bias and
reliability scores among all articles (Figure A.1 and Figure A.2), and among all outlets
(Figure A.3 and Figure A.4). The initial dataset contains 6,345 articles of 283 news
outlets.

Figure A.1: Distribution of Bias Scores among
all Articles

Note: This Figure shows the distribution of the ar-
ticle bias scores over the dataset, where the bias
ranges from -42 (hyperpartisan left) to +42 (hyper-
partisan right).

Figure A.2: Distribution of Reliability Scores
among all Articles

Note: This Figure shows the distribution of the
article reliability scores over the dataset, where the
score ranges from 0 (most unreliable) to +64 (most
reliable).
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Figure A.3: Distribution of Bias Scores among
all Outlets

Note: This Figure shows the distribution of the
outlet bias scores over the dataset, where the bias
ranges from -42 (hyperpartisan left) to +42 (hyper-
partisan right).

Figure A.4: Distribution of Reliability Scores
among all Outlets

Note: This Figure shows the distribution of the
outlet reliability scores over the dataset, where the
score ranges from 0 (most unreliable) to +64 (most
reliable).

a.2.2 Distribution Plots for the Perspective API Attributes

In the following, the distribution plots for all 16 Perspective API attribute scores are
shown. This Figure shows the distributions of all 16 Perspective API attribute scores
among all tweets. The scores indicate how likely a tweet is perceived as said attribute,
where 0 indicates a likelihood of 0% and 1 indicates a likelihood of 100%.
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Figure A.5: Distributions of the 16 Perspective API Attribute Scores

Note: This Figure shows the distributions of all 16 Perspective API attribute scores among all tweets. The
scores indicate how likely a tweet is perceived as said attribute, where 0 indicates a likelihood of 0% and 1

indicates a likelihood of 100%.
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a.2.3 Correlation Matrix: Selected Attributes

In the following, two correlation matrices for a selected subset of the attributes are
shown. In Figure A.6, the correlation matrix grouped on article level is shown. In
Figure A.7, the correlation matrix grouped on outlet level is sown. The plots show that
correlations exist between individual attributes. However, these are stronger on outlet
level.

Figure A.6: Correlation Matrix on Article-Level: Selected
Attributes

Note: This Figure shows the correlation matrix for a selected
subset of the attributes, grouped at article-level.

Figure A.7: Correlation Matrix on Outlet-Level: Selected
Attributes

Note: This Figure shows the correlation matrix for a selected
subset of the attributes, grouped at outlet-level.
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