
A Domain-adaptive Pre-training Approach for Language Bias
Detection in News

Jan-David Krieger∗
jan-david.krieger@uni-konstanz.de

University of Konstanz
Konstanz, Germany

Timo Spinde∗
timo.spinde@uni-wuppertal.de

University of Wuppertal
Wuppertal, Germany

Terry Ruas
ruas@uni-wuppertal.de
University of Wuppertal
Wuppertal, Germany

Juhi Kulshrestha
juhi.kulshrestha@uni-konstanz.de

University of Konstanz
Konstanz, Germany

Bela Gipp
gipp@cs.uni-goettingen.de

University Göttingen
Göttingen, Germany

ABSTRACT
Media bias is a multi-faceted construct influencing individual be-
havior and collective decision-making. Slanted news reporting is
the result of one-sided and polarized writing which can occur in
various forms. In this work, we focus on an important form of me-
dia bias, i.e. bias by word choice. Detecting biased word choices is
a challenging task due to its linguistic complexity and the lack of
representative gold-standard corpora. We present DA-RoBERTa, a
new state-of-the-art transformer-based model adapted to the me-
dia bias domain which identifies sentence-level bias with an F1
score of 0.814. In addition, we also train, DA-BERT and DA-BART,
two more transformer models adapted to the bias domain. Our
proposed domain-adapted models outperform prior bias detection
approaches on the same data.

CCS CONCEPTS
• Computing methodologies → Natural language processing;
• Information systems → Clustering and classification.
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1 INTRODUCTION
Over the last few years, online news has increasingly replaced
traditional printed news formats [7, 12, 17, 32]. Online news envi-
ronment provides information from diverse sources with varying
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perspectives, thereby, allowing people to decide which source they
want to consume [2]. Unfortunately, the diversity of online news
sources also opens the door for slanted and non-neutral news cov-
erage [36]. Biased news coverage - referred to as media bias in the
literature [35, 42, 43] - occurs once subjective reporting on a specific
event replaces objective coverage. Media bias manifests in various
forms such as bias by word choice [45] or bias by omission [25] of
information. For more examples of media bias, we refer to [45].

Detecting and potentially reducing media bias in the news is
societally relevant on multiple accounts. For policy regulators and
related organizations, automated bias detection can help keep a tab
on the bias in different outlets in the news ecosystem. For news
consumers, it can help the development of tools for mitigating any
adverse effect of the media bias on them. For journalists, automatic
bias identification can improve their writing throughmore objective
reporting [45]. Ideally, in the future, journalistic writing tools would
mitigate biases in news reporting by accurately prompting reporters
when their news coverage exhibits linguistic bias.

Detecting media bias is a complex task due to its subtle nature
and the lack of a clear and unique linguistic definition. Therefore,
developing accurate quantitative detection approaches is known to
be a challenging task in media bias research [11, 22, 39, 45]. One of
the main problems in media bias research is the lack of exhaustive
gold-standard bias datasets for pre-training large-scale language
models (e.g., BERT [8]). Prior transformer-based approaches tackle
the resource limit by incorporating bias-related datasets into pre-
training techniques such as Distant Supervision Learning [42] and
Multi-task Learning [41] yielding performance improvements in
only some experimental setups. Respective studies either rely on
noisy and marginally bias-related training data [42], or do not fully
exploit highly bias-related data by incorporating only sub-samples
of bias corpora into pre-training [41].

We propose an effective domain-adaptive pre-training approach
that relies on a highly relevant bias-related encyclopedia data set.
Similar approaches have been shown to yield substantial perfor-
mance boosts for similar tasks within the news, biomedical, and
scientific domains [4, 14, 15, 20, 47, 49]. To the best of our knowl-
edge, domain-adaptive pre-training has not yet been explored in
the media bias domain.

Our primary research objective is to assess the effects of domain-
adaptive pre-training on the media bias detection performance
of several large-scale language models. Our key contribution is
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to leverage transformer-based models with an understanding of
biased language. We perform an intermediate pre-training proce-
dure with BERT [8], RoBERTa [24], BART [21], and T5 [30] on the
Wiki Neutrality Corpus (WNC) [29], which contains 180k sentence
pairs fromWikipedia labeled as biased/neutral [29] and fine-tune
the architecture on the state-of-the art media bias data set BABE
[42]. We publish our domain-adapted models, i.e. DA-RoBERTa
(DA = domain-adaptive), DA-BERT, DA-BART, and DA-T5, as well
as training data and all material on https://github.com/Media-
Bias-Group/A-Domain-adaptive-Pre-training-Approach-for-
Language-BiasDetection-in-News. DA-RoBERTa achieves a new
state-of-the-art performance on BABE (F1 = 0.814), while DA-BERT,
DA-BART, and DA-T5 also outperform the baselines and distantly
supervised models from prior work [42].

2 RELATEDWORK
While media bias occurs in various forms (e.g, bias by omission,
editorial bias) [45], our work focuses on bias byword choice induced
by choosing different words to refer to the same concept [45]. A
detailed introduction on different media bias forms can be found in
Recasens and Jurafsky [31].

Several studies tackle the challenge of identifying biased lan-
guage automatically. Early approaches used hand-crafted linguistic
features to detect slanted news coverage on word- [31, 45] and
sentence-level [16] based on traditional machine learning tech-
niques. Since these approaches have been shown poor performance
in bias detection, we do not experiment with manually generated
bias-inducing features. Instead, we only include feature-based re-
sults from Spinde et al. [42] as a baseline in our experiments. A
detailed introduction of feature-based bias detection studies can be
found in Spinde et al. [42] .

In the rest of the section, we first summarize drawbacks of ex-
isting media bias corpora and justify why we focus on a single
state-of-the-art bias corpus for evaluative purposes. Next, we dis-
cuss relevant transformer-based bias detection approaches and
domain-adaptive pre-training studies.

2.1 Drawbacks of existing bias corpora
Several approaches tackle the challenge of creating representative
media bias data sets [3, 22, 23, 42, 44, 46]. However, most corpora
exhibit substantial drawbacks such as low inter-annotator agree-
ment [3, 11, 22, 22, 44], low number of covered topics [23], or they
focus on other concepts such as framing rather than on bias [3].

To the best of our knowledge, the most exhaustive media bias
data set - BABE (Bias Annotations By Experts) Spinde et al. [42],
contains 3700 sentences covering a wide range of topics and news
articles from various news outlets. Five media bias experts labeled
sentences in terms of bias on sentence- and word-level, among
others. The resulting inter-annotator agreement on sentence-level
is 0.39 measured by Krippendorff’s 𝛼 [19], which is much higher
compared to other corpora. Therefore, we solely rely on BABE for
our experimental evaluations, since no other bias data set exhibits
similar data quality and representativeness. We plan to conduct
more experiments applying our domain-adaptive approach in future
datasets, assuming they will incorporate the aspects already present
in BABE.

2.2 Transformer-based detection approaches
The linguistic subtlety of slanted news coverage is known to be
a great challenge for automated classification methods [42]. Re-
cent media bias studies have progressed from manually generated
linguistic features [37, 38] to state-of-the-art NLP models yield-
ing internal word representations by unsupervised or supervised
training on massive text corpora. The Transformer architecture
[48] has shown superior performance in several downstream tasks,
such as, text classification [26–28], plagiarism detection [50, 51],
word sense disambiguation [52] and fake news detection on the
health domain [49]. However, the use of neural language models,
such as BERT [8] and RoBERTa [24] in the media bias domain is
still incipient [41, 42]. In this work, we contribute to mitigate this
problem by applying the aforementioned language models via a
domain-adaptive approach [14, 15, 47].

Spinde et al. [42] pre-train transformer-based models such as
BERT [8], RoBERTa [24], and DistilBERT [34] using Distant Su-
pervision Learning on news headlines from articles with differ-
ent political leanings and fine-tune it on BABE [42]. Their best-
performing models classify biased/non-biased sentences extracted
from BABE with F1 scores of 0.804 (BERT) and 0.799 (RoBERTa).
The authors also incorporate a feature-based classifier and show
that transformer models substantially outperform the feature-based
approach. As transformer-based models have been shown to clearly
outperform feature-based ones, we exclude the latter from our ex-
periments.

Spinde et al. [41] train DistilBERT [34] on combinations of bias-
related datasets using a Multi-task Learning (MTL) [6, 54] approach.
Their best-performing MTL model achieves 0.776 F1 score on a
subset of BABE. However, the MTL model is outperformed by a
baseline model (F1 = 0.782) trained on a subset of the datasets
(WNC) used. Spinde et al. [41] suggest that improvements can be
attributed to the WNC dataset being strongly bias-related, hence
equipping the model with bias-specific knowledge.

While Spinde et al. [42] do not fully exploit bias-related data
sets in their pre-training approach, Spinde et al. [41] implement a
complex MTL architecture reducing the WNC’s pre-training effect
on the bias classification task. In our work, we use a similar learning
task as Spinde et al. [42] and exploit the WNC’s bias-relatedness
by extending the pre-training of several transformer models on the
whole WNC instead of its subset.

2.3 Domain-adaptive pre-training approaches
Our training setup can be considered a form of domain-adaptive
pre-training [4, 15, 20] in which a language model is equipped
with domain-specific knowledge. Several studies experiment with
domain-adaptive learning approaches in different domains (e.g.,
BioBERT [20], SciBERT [4]), but none of them deals with media
bias detection [4, 14, 15, 20, 47].

Sun et al. [47] explore different techniques for domain-adaptive
pre-training of BERT for text classification tasks such as sentiment
classification, question classification, and topic classification. BERT
is additionally pre-trained on data from various domains leading
to performance boosts on many tasks if the training data are re-
lated to the target task’s domain. After training BERT on several
sentiment classification datasets, Sun et al. [47] reduced the error
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Figure 1: Pre-training and fine-tuning workflow.

rate on the Yelp sentiment data set to 1.87% (compared to 2.28%
from BERT baseline initialized with bert-base-uncased weights).
The results from Sun et al. [47] are supported by Gururangan et al.
[14] investigating domain-adaptive pre-training of RoBERTa in four
different target domains (i.e., biomedical, computer science publica-
tions, news, and reviews) and eight subsequent classification tasks.
When pre-training RoBERTa on large amounts of news text, the
model’s F1-score on a hyperpartisan classification dataset [18] im-
proves from F1 = 0.886 (roberta-base weights) to F1 = 0.882. Training
the model on a domain outside the domain of interest (irrelevant
domain-adaptive pre-training) drastically decreases performance to
F1 = 0.764.

Our domain-adaptive pre-training approach is performed on the
WNC corpus and based on implementations from Sun et al. [47]
and Gururangan et al. [14]. Due to drastic performance increases
through irrelevant domain-adaptive pre-training in previous re-
search [14], we do not implement respective experiments. We detail
our proposed training process and experiments in Sections 3 and
3.4. Since most existing approaches focus on sentence-level bias
detection, we follow the standard practice and develop a sentence-
level classification model. Compared to cutting-edge but convoluted
studies in media bias detection [40, 42], we perform a more focused
and direct training setup on a large amount of highly bias-related
data and expect substantial performance improvements.

3 METHODOLOGY
We use neural-based language models, pre-train them on the bias
domain (WNC), and perform evaluations on the media bias classifi-
cation task using BABE as Figure 1 shows. We expect that domain-
adaptive pre-training improves word representations by adapting
them to the data distributions of biased and non-biased news con-
tent. Based on BABE, we define a learning task that is later opti-
mized (Section 3.1). Then, we select suitable transformer models
and initialize them with pre-trained weights (section 3.2). We adapt
the models to the media bias domain by training them on the WNC
(section 3.3). Finally, all models are fine-tuned and evaluated on
BABE.

3.1 Learning task
The language models are optimized via intermediate training. We
have a corpus 𝑋 containing sentences 𝑥𝑖 ∈ 𝑋 with 𝑖 = 1, ..., 𝑁
and binary bias labels (Biased vs. Non-biased) encoded as 1 and 0,
respectively. The task is to assign the correct label 𝑦𝑖 ∈ {0, 1} to 𝑥𝑖 .
The training objective is to minimize a binary cross-entropy loss

L := − 1
𝑁

𝑁∑︁
𝑖=1

∑︁
𝑘={0,1}

𝑓𝑘 (𝑥𝑖 ) · 𝑙𝑜𝑔(𝑓𝑘 (𝑥𝑖 )) . (1)

where 𝑓𝑘 (𝑥𝑖 ) refers to the true binary label and 𝑓𝑘 (𝑥𝑖 ) indicates
the model’s predicted score for a sentence.

3.2 Transformer-based models
We choose BERT and RoBERTa for our domain-adaptive pre-training
as they represent the best-performing models in Spinde et al. [42].
Doing so, we also achieve maximum comparability to previous
state-of-the-art bias classifiers. Additionally, we incorporate BART
and T5, since encoder-decoder architectures have demonstrated a
clear improvement in comparison to BERT in several NLP tasks (e.g.,
GLUE [53]). We choose the corresponding models to investigate
how the combination of autoencoder and autoregressive compo-
nents (BART), and advanced MTL architectures (T5) perform on
our media bias detection task.

BERT learns bidirectional word representations on unlabeled
text optimizing an unsupervised learning task based on Masked
Language Modeling and Next Sentence Prediction. In contrast to
BERT, RoBERTa drops the Next Sentence Prediction task and differs
slightly in terms of pre-training data. BART uses text manipula-
tions by noising and learns representations by reconstructing the
original text sequence. T5 uses an MTL architecture pre-trained on
various supervised and unsupervised tasks by converting all train-
ing objectives into text-to-text tasks. All models are adapted to the
media bias domain (Section 3.3) and evaluated on the sentence-level
media bias classification task (Section 3.4).

3.3 Domain-adaptive pre-training
Adapting a pre-trained language model to a specific domain be-
comes essential when the target domain differs strongly from the
pre-training ground truth [4, 15, 20]. Due to tendentious and dubi-
ous vocabulary in slanted news, media bias is different from most
of the domains BERT-like models are pre-trained on. For example,
BERT is trained on English Wikipedia and the BooksCorpus [55]
while RoBERTa additionally incorporates commonsense reasoning
data, news data, and web text data. To the best of our knowledge,
a specific BERT-like model trained on biased language in news
does not exist to date. BERT models pre-trained on fake news [5]
and political orientation classification [13] do exist. However, the
concepts of fake news and political orientation differ substantially
from the media bias domain.

Our domain-adaptive pre-training uses the WNC to optimize
our learning task defined in Section 3.1. The 180k sentence pairs
contained in the corpus are manually selected from Wikipedia
articles as going against the platform’sNeutral Point of View (NPOV)
standard1. The pairs contain an original biased sentence and its
1https://en.wikipedia.org/wiki/Wikipedia:Neutral_point_of_view
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manually derived neutral counterpart. Bias forms included in the
corpus refer to epistemological bias, framing bias, and demographic
bias. Recasens and Jurafsky [31] define framing bias as choosing
subjective words to embed a particular point of view in the text
whereas epistemological bias is described as a modification of a
statement’s plausibility. Pryzant et al. [29] introduce demographic
bias as text containing predispositions towards a certain gender,
race, or other demographic category. For a detailed description on
sentence selection criteria and the revision process, see Pryzant
et al. [29].

Our approach is inspired by Sun et al. [47] and Gururangan et al.
[14], which conclude domain-adaptive pre-training is most efficient
once pre-training data for the domain adaption is related to the
target domain and task. Since WNC (pre-training) and BABE (fine-
tuning) have similar bias forms, and are both composed of manually
labeled sentences (biased and non-biased), we expect the proposed
pre-training task to improve our fine-tuning results.

3.4 Experiments
3.4.1 Pre-training. We initialize RoBERTa, BERT, BART, and T5
with pre-trained weights provided by the HuggingFace API2, and
stack a dropout layer (Dropout = 0.2) and randomly initialized linear
transformation layer (768,2) on top of the model. All models are
used in their base form.

For the domain-adaptive pre-training, sentences are batched to-
gether with 32 sentences per batch. For model optimization, we
use the AdamW optimizer3 with a learning rate of 1𝑒−5, and model
performance is evaluated on binary cross-entropy loss. Model con-
vergence can be observed after one epoch and a runtime of ≈ 5
hours on a Tesla P100-PCIE GPU with 16GB RAM.

3.4.2 Fine-tuning. We fine-tune and evaluate the model on BABE
Spinde et al. [42] with a batch size = 32. We again use the AdamW
optimizer (learning rate = 1𝑒−5), and model convergence based on
cross-entropy loss can be observed after 3-4 epochs. Due to the
small data size of 3700 sentences, we report the model’s F1 score in
the binary bias labeling task averaged by 5-fold cross-validation.
Fine-tuning is performed on a Tesla K80 GPU (12GB RAM) in ≈ 15
minutes.

3.4.3 Baseline. For every domain-adaptive language model, we
compare its sentence classification performance on BABE to the
same architecture merely fine-tuned on BABE (without domain-
adaptive pre-training as an intermediate training step). Thereby,
we can assess the effect of our training approach. Since Spinde
et al. [42] achieve state-of-the-art results on BABE with Distant
Supervision Learning [42], we additionally compare our F1 scores
to their scores achieved by training BERT and RoBERTa on news
headlines distantly labeled as biased and non-biased. We provide
statistical significance tests for our domain-adapted models vs. fine-
tuned-only models.

3.4.4 Test for Statistical Significance. In their review on existing
NLP studies, Dror et al. [10] report that most approaches lack statis-
tical tests inspecting the significance of experimental results. The

2https://huggingface.co/
3https://huggingface.co/docs/transformers/main_classes/optimizer_schedules

authors recommend various parametric and non-parametric test to
compare performances of Machine Learning models.

For our approach, we select the McNemarś test which is a non-
parametric test to compare the performance of two algorithms on
a target task. Since we do not have information on the distribution
of our target metric (F1 score), a non-parametric approach is a
suitable option to test for significance. The test is based on a 2𝑥2
contingency table showing the models’ predictions on 𝑛 instances
of a target taskś test set. Under the null hypothesis 𝐻0, the test
assumes that both algorithms output the correct/incorrect label for
the same proportion of instances from the test set. Accordingly,
the alternative hypothesis 𝐻1 states that both algorithms differ
significantly in terms of their agreement on items from the test set.
The test statistic follows a 𝜒2 distribution and is suitable for NLP
tasks such as binary text classification [9, 10]. For a more detailed
introduction on statistical significance tests for NLP use cases, see
Dror et al. [10].

4 RESULTS
Table 1 shows the F1 scores (averaged over 5-fold CV split) of our
transformer-based experiments on the binary sentence classifica-
tion task. All domain-adapted models (third block) outperform the
baselines models (first block) and the distantly supervised models
(middle block) trained by Spinde et al. [42].

The best-performing model that achieves a new state-of-the-
art on BABE is DA-RoBERTa (F1 = 0.814), surpasses the baselines
and its Distant Supervision variant by 1.5 %. DA-BERT, DA-BART,
and DA-T5 achieve a lower F1-score of 0.809, 0.809, and 0.798, yet
outperform BERT, BART, and T5 by 2%, 0.8%, and 1.2%, respectively.
However, DA-BERT increases sentence classification performance
by only 0.5% compared to BERT trained via Distant Supervision
[42]. To the best of our knowledge, a distantly supervised variant
for BART and T5 is not available.

Table 2 shows results of theMcNemar statistical significance tests
comparing our domain-adapted models with respective baselines.
On a significance level of 𝛼 = 0.05, we can observe significant
F1-score improvements for BERT vs. its domain-adapted variant
(𝜒2 = 5.65, 𝑝 = 0.031) as well as for RoBERTa vs. DA-RoBERTa (𝜒2 =
3.844, 𝑝 = 0.049) and T5 vs. DA-T5 (𝜒2 = 4.86, 𝑝 = 0.027). Adapting
BART to the bias domain seems not to significantly improve the
sentence classification performance (𝜒2 = 3.629, 𝑝 = 0.057).

5 DISCUSSION
With DA-RoBERTa, we provide a new state-of-the-art classifier for
the detection of biased language in the news articles on sentence-
level. Furthermore, we show that all domain-adapted models out-
perform their baselines and distantly supervised models published
by Spinde et al. [42]. Our results can be considered a contribution
towards a sufficiently accurate bias detection tool. However, some
significance tests comparing the performance of domain-adapted
models vs. distantly supervised models are missing due to limited
resources.

As indicated in Section 2.2, Spinde et al. [41] pre-train DistilBERT
on a subset of the WNC and observe performance boosts of 3.6%
on bias sentence classification with a subset of BABE compared
to their baseline without intermediate pre-training. Although our
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Table 1: Stratified 5 fold cross-validation results.

Model Macro F1 (error)
BERT 0.789 (0.011)
RoBERTa 0.799 (0.011)
BART 0.801 (0.009)
T5 0.786 (0.008)
BERT-distant [42] 0.804 (0.014)
RoBERTa-distant [42] 0.799 (0.017)
DA-BERT 0.809 (0.010)
DA-RoBERTa 0.814 (0.004)
DA-BART 0.809 (0.009)
DA-T5 0.798 (0.009)

Note: Standard errors across folds in parentheses.
The first block shows results of baseline approaches with-
out intermediate pre-training. The second block shows
results from [42] based on Distant Supervision Learning
(BART and T5 are not incorporated in their study). Results
from our domain-adaptive approach are shown in the third
block.
The best result is printed in bold.

Table 2: Results of the McNemar test for statistical signifi-
cance between baseline (without domain-adaptive pretrain-
ing) and domain-adapted models.

Models McNemar test statistic
𝜒2 𝑝

BERT vs. DA-BERT 5.65 0.031*
RoBERTa vs. DA-RoBERTa 3.84 0.049*
BART vs. DA-BART 3.63 0.057
T5 vs. DA-T5 4.86 0.027*

Note: ∗𝑝 < .05

domain-adapted models incorporate the complete WNC into pre-
training, we observe minor performance increases when compared
to those obtained by DistilBERT. We believe that smaller-scaled
and distilled models such as DistilBERT benefit more from addi-
tional pre-training than larger models relying on a different training
objective such as BERT, RoBERTa, BART, and T5.

In the future, it will be interesting to verify how evenmore robust
and general NLP models benefit from intermediate pre-training.
Possibly, state-of-the art NLP models such as the recently published
ExT5 [1], incorporating extensive Multi-task Learning on 107 tasks
from different domains, further decreases domain-adaptive learning
effects. Furthermore, we expect that bias corpora such as BABE will
continue to be proposed. From a resource consumption perspective,
fine-tuning robust language models such as ExT5 on more repre-
sentative bias corpora might be sufficient to achieve state-of-the-art
performances in bias detection.

Considering our bias detection task, we want to point out that
our models are merely trained to identify slanted news coverage

on sentence-level. Since media bias is a linguistically complex con-
struct [45], we need robust and more general classifiers for dif-
ferent linguistic bias perspectives such as word-, paragraph-, and
article-level. As Recasens and Jurafsky [31] show, word-level de-
tection of slanted news coverage is challenging for both humans
and machines. Computer Science approaches dealing with bias
on word-level might depend on collaborations with researchers
from the Social Sciences to develop a large number of linguisti-
cally fine-grained gold-standard data for efficient model training.
Furthermore, we need systems detecting various sub-forms of bias
such as framing bias and epistemological bias accurately. MTL ap-
proaches trained on different bias categories might be a a promising
direction for future models.

Future research should incorporate a broader range of evalua-
tion tasks to assess model performance. Spinde et al. [42] argue
that standard metrics such as F1 score are not sufficient to evaluate
language models on the complex bias detection task. The authors
suggest developing more advanced evaluation metrics such as de-
composing the bias detection task into several subtasks to assess
a model’s detection power properly. Ribeiro et al. [33] introduce
CheckList, a tool structuring the target task into several sub-tasks.
Respective evaluation approaches could help assess a model’s bias
identification performance on different forms of bias.

6 CONCLUSION
This work proposes DA-RoBERTa, a new state-of-the-art language
model for sentence-level detection of biased language in the news.
We equip several transformer architectures (i.e., BERT, RoBERTa,
BART, and T5) with an understanding of biased language, showing
that domain-adaptive pre-training significantly improves the clas-
sifier’s bias detection performance compared to baseline models
without intermediate pre-training. Limitations of our approach are
the exclusively pre-training focus on sentence-level classification
and the restricted evaluation incorporating a single data set/task
due to the lack of existing representative bias corpora. We hope that
further high-quality bias corpora are published in the future to im-
prove the generalizability of results and enable a more fine-grained
and large-scale evaluation of models in the domain. Considering
continuous developments in the NLP field, future studies should
also address whether upcoming more robust language models still
require intermediate pre-training on the media bias domain.
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