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Abstract

Much of the success of multi-agent debates
depends on carefully choosing the right param-
eters. The decision-making protocol stands out
as it can highly impact final model answers,
depending on how decisions are reached. Sys-
tematic comparison of decision protocols is
difficult because many studies alter multiple
discussion parameters beyond the protocol. So
far, it has been largely unknown how decision-
making influences different tasks. This work
systematically evaluates the impact of seven
decision protocols (e.g., majority voting, una-
nimity consensus). We change only one vari-
able at a time — the decision protocol — to
analyze how different methods affect the col-
laboration between agents and measure differ-
ences in knowledge and reasoning tasks. Our
results show that voting protocols improve per-
formance by 13.2% in reasoning tasks and
consensus protocols by 2.8% in knowledge
tasks compared to other decision protocols. In-
creasing the number of agents improves per-
formance, while more discussion rounds be-
fore voting reduce it. To improve decision-
making by increasing answer diversity, we pro-
pose two new methods, All-Agents Drafting
(AAD) and Collective Improvement (CI). Our
methods improve task performance by up to
3.3% with AAD and up to 7.4% with CI. This
work demonstrates the importance of decision-
making in multi-agent debates beyond scaling.

1 Introduction

Humans are inherently social, and collaboration
has been key to innovation and progress. We know
that generating solutions together is only benefi-
cial if we can effectively select, agree, and com-
mit to them. History, sociology, and psychology
have long demonstrated how different decision-
making processes influence collective outcomes
(Jones, 1994; List, 2022). Multi-agent systems
form a parallel to human behavior by solving prob-
lems collectively via debate. However, so far, few
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Figure 1: Illustration of voting and consensus-based
decision protocols used in this study.

studies have investigated how decision-making in-
fluences large language model (LLM) collabora-
tion and their ability to problem-solve.

Current approaches often apply decision strate-
gies like majority voting (Yang et al., 2024b) or con-
sensus (Yin et al., 2023) indiscriminately to various
tasks. Consensus strategies refine decisions while
voting approaches choose from proposed solutions.
Prior work often treats these strategies as fixed vari-
ables without considering problem-specific charac-
teristics (Yin et al., 2023). We show that changes
in decision protocols lead to markedly different
results among tasks. Thus, we argue that decision-
making is central to multi-agent processes.

This study systematically quantifies the effec-
tiveness of decision-making protocols within multi-
agent debates on knowledge tasks (i.e., MMLU
(Hendrycks et al., 2021), MLLU-Pro (Wang et al.,
2024b), GPQA (Rein et al., 2023)) and reasoning
tasks (i.e., SQuAD 2.0 (Rajpurkar et al., 2018),
StrategyQA (Geva et al., 2021), MuSR (Sprague
et al., 2023)). In contrast to prior work, which
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varies the decision protocol concurrently to other
parameters (Yang et al., 2024b; Yin et al., 2023),
we use a consistent setup to quantify changes for
which only the decision mechanism is responsible.
Specifically, we explore the impact of three consen-
sus (Chen et al., 2023) and four voting (Yang et al.,
2024b) methods and highlight their task-specific
strengths and weaknesses. An overview of how
consensus and voting decision protocols work in
our setup can be seen in Figure 1. Throughout our
experiments, we observe that answer diversity and
independent answer generation have a marked im-
pact on decision-making. To reap the benefits of
these factors, we propose two methods: All-Agents
Drafting (AAD) and Collective Improvement (CI).
AAD ensures each agent independently drafts an
initial solution before any interaction, promoting
distinct reasoning paths. CI structures agent collab-
oration through iterative refinement while prevent-
ing excessive communication to avoid bias towards
similar answers between agents.

Our experiments show that consensus protocols
perform better in knowledge tasks, improving per-
formance by 2.8%, and voting protocols perform
better in reasoning tasks, improving results by
13.2%. AAD increases accuracy by about 3.3%,
while CI further improves effectiveness, leading
to an 7.4% performance boost. Our results under-
line the role of decision protocols for multi-agent
experiments. We recommend consensus strategies
for knowledge tasks and voting for reasoning tasks
while generally using AAD or CI to improve an-
swer diversity. Our investigations into the role
of decision protocols are particularly relevant for
high-stakes domains such as medical diagnostics
and legal reasoning, where wrong decisions can
have real-world negative effects. We release the
code and data for these experiments publicly'.

Key Contributions:

§4.1 A systematic comparison of decision proto-
cols, revealing for the first time that consensus
is most effective for knowledge tasks, while
voting is better in reasoning tasks.

§4.2 An analysis of scaling differences between
increasing the number of agents and extending
the number of communication rounds.

§4.3 Two new methods,AAD and CI, to enhance
answer diversity in multi-agent debates by en-
couraging independent thinking.

! github.com/Ikaesberg/decision-protocols

2 Related Work

LLMs as Agents. An agent differs from an LLM
in that it has a defined planning behavior, can use
tools, and maintains a state or memory across in-
teractions. Techniques such as Chain-of-Thought
(CoT) prompting (Wei et al., 2022), self-refinement
(Madaan et al., 2023), and self-consistency (Wang
et al., 2023) improve models’ ability to plan, cri-
tique, and refine responses. Persona-based prompt-
ing (Jiang et al., 2024) enables LLMs to adopt
specialized roles, improving answer diversity. A
single-agent system operates as one entity with an
internal state, while a multi-agent debate consists
of multiple agents with a private state that persists
across calls and may operate asynchronously, lead-
ing to emergent, independent behaviors (Du et al.,
2023a; Zhao et al., 2023; Xu et al., 2023; Suzgun
and Kalai, 2024; Goldberg, 2024). In multi-agent
debates, many parameter choices have to be made,
such as in which turn order they communicate (Yin
et al., 2023), and which tools they can use (Yao
et al., 2023). Yet one choice is inevitable: How to
make decisions between agents.
Decision-Making. Finding collective solutions
markedly impacts human decision-making (Jones,
1994). While consensus promotes shared decisions
and allows everyone to contribute to the final solu-
tion, it can be time-consuming and lead to power
concentration of individuals with “vetos”. Con-
versely, voting can lead to a faster final decision
because it streamlines decision-making, but is sus-
ceptible to manipulation and does not take into
account all opinions. For example, participants
can vote for a less preferred but more viable alter-
native to block an undesired outcome, leading to
outcomes that do not reflect the collective will of
the group (List, 2022).

Research in multi-agent debate has implemented
various human decision protocols (Yin et al., 2023;
Chen et al., 2023; Yang et al., 2024b). Exchange-
of-Thought (Yin et al., 2023) employs a consensus-
based approach, where agents iteratively refine an-
swers through discussion in reasoning tasks, but
they do not compare consensus to other decision
protocols. Yang et al. (2024b,a) introduce multi-
ple voting protocols (e.g., approval voting) but do
not compare the performance of these voting de-
cision protocols across different tasks, focussing
more on a comparison of how humans vote com-
pared to LLMs. ReConcile (Chen et al., 2023)
integrates a hybrid voting and consensus approach
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by iteratively refining answers through confidence-
weighting until consensus is reached. In summary,
prior work focuses on a single class of decision
protocols without systematic comparison, partly
because many parameters change between experi-
ments (Yin et al., 2023; Yang et al., 2024b; Chen
et al., 2023). This work systematically evaluates
seven voting and consensus approaches on both
knowledge and reasoning datasets to show task-
based advantages of one protocol over another.

3 Methodology

In the following, we explain the multi-agent envi-
ronment, decision protocols, response generators,
and datasets used in our experiments.

3.1 Setup

We run multi-agent debates based on three key
components: a discussion paradigm, a decision
protocol, and an agent response generator. Each
discussion consists of three automatically gener-
ated expert personas for the task following Kim
et al. (2024). While the number of personas can
vary, Yin et al. (2023) found this number to be
the most efficient. Using personas is important
as it generates agents with expertise in different
domains, incorporating diverse viewpoints for the
final decision. After that, the agents discuss the
problem for multiple turns. The number of turns
varies from one to five, depending on the exper-
iment setup and decision protocol. The decision
protocol defines what criteria must be met for the
discussion to end and how the final solution will be
created. Each agent can generate one answer per
turn and, based on the agent’s turn order, respond
to the other agents as a default behavior. If not ex-
plicitly stated, all agents exchange messages with
one another. These discussion characteristics are
defined by the discussion paradigm. For consen-
sus decision protocols, each agent also indicates
whether they agree with the previous message. We
repeat this process each round until a certain level
of agreement (defined by the decision protocol) is
reached, which leads to the final solution. For vot-
ing decision protocols, the agents start voting after
the third turn. If they successfully agree on a solu-
tion in any turn after the third, the discussion ends.
Agents can only memorize messages from up to
two turns to limit the context length provided to the
agent. We use a response generator to define how
agents respond to previous messages. It determines

how the discussion history is presented, what addi-
tional information is provided, how the persona is
introduced, and in which tone they should respond
(e.g., neutral or critical). Additional details on the
experimental setup can be found in Appendix C.
The LLMs used for the experiments are Llama
3 8B and 70B? (META, 2024). Within one discus-
sion, all prompted agents use the same base model.
The smaller model uses two NVIDIA RTX5000
with 16 GB of VRAM (for ~ 250 hours), and the
larger model uses eight NVIDIA A100 with 40GB
VRAM (for ~ 40 hours). A list of experiment-
specific parameters is available in Appendix F.

3.2 Agent Prompts and Decision Protocols

Prompt design has a marked impact on multi-agent
debate. For this work, we propose three response
generators. The Simple Response Generator is
our default in which agents are prompted to an-
swer neutral and unbiased to previous messages.
The Critical Response Generator encourages
agents to critically assess prior answers and pro-
pose new solutions, countering sycophantic ten-
dencies (Sharma et al., 2023). The Reasoning
Response Generator restricts agents to sharing
only reasoning paths, thus avoiding bias towards
agreeing with other agents’ final solutions.

Decision protocols then determine the final solu-
tion of the discussion by selecting the most promis-
ing solution based on predefined mechanisms. We
use two classes of protocols in this work.

Consensus decision protocols decide on an an-
swer by prompting the agents to converge on one
shared solution. The solution is selected when a re-
quired level of agreement among agents is reached.
We explore three major agreement levels: majority
consensus - more than 50% agreement, supermajor-
ity consensus - more than 66% agreement, and una-
nimity consensus - all agents have to agree. We ex-
tend the majority consensus of Yin et al. (2023) by
higher agreement levels, i.e., supermajority (66%),
unanimity (100%).

Voting decision protocols allow several possi-
ble solutions to be presented in parallel during the
discussion, and ultimately all agents must vote on
a final solution. If there is a tie in the voting, all
agents will discuss for another round and then vote
again. Our work includes four different voting de-
cision protocols inspired by Yang et al. (2024b):

>The two models used for this study can be found at
meta-llama/Meta-Llama-3-8B-Instruct and meta-llama/Meta-
Llama-3-70B-Instruct
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Figure 2: Task performance+su for seven decision protocols (voting and consensus-based) on six tasks (knowledge
and reasoning) based on agents with Llama 8B. Bold indicates the highest results per dataset. Standard deviation

for three runs.

simple voting - each agent casts one vote, and the
answer with the most votes wins; ranked voting -
each agent ranks the solutions from best to worst
to find the solution that consistently has the highest
rank over all individual rankings; approval voting
- each agent casts unlimited votes, and the answer
with the most votes wins; and cumulative voting
- each agent is allowed to divide up to 25 points
between all solutions. The solution with the most
points wins.

3.3 Datasets

We evaluate our decision protocols using six
datasets: three knowledge tasks (i.e., MMLU, a
broad-topic test; MMLU-Pro, a domain-specific
test with challenging questions; GPQA, a special-
ized question set difficult for web search) and three
reasoning tasks (i.e., StrategyQA, a multistep rea-
soning task; MuSR, a long-context murder mys-
tery; SQuAD 2.0, a reading comprehension task
with questions that may or may not have answers in
the context). Because of computational constraints,
we calculate the task performance on a subset of
samples with three runs and report their standard
deviation. More details about the datasets, the num-
ber of samples, and the sampling strategy can be
found in Appendix B.

4 Experiments

We use a set of diverse reasoning and knowledge
tasks to explore the effectiveness and limits of de-
cision protocols in multi-agent debate.

3 Approval Voting is left out as it consistently fails to reach
a voting decision as described in Section 4.1.

4.1 Performance of Decision Protocols

Multi-agent debates for task solving have shown
promise in recent research, but they rely on a vary-
ing choice of decision protocols, hindering system-
atic comparison (Yin et al., 2023; Chen et al., 2023).
This experiment systematically compares a set of
seven decision protocols, changing only the deci-
sion protocol used and nothing else. Specifically,
we determine whether some protocols have advan-
tages over others and how they behave in specific
edge cases, such as for unanswerable questions.

We experiment with four voting-based (Sim-
ple, Ranked, Cumulative, Approval) and three
consensus-based (Majority, Supermajority, Una-
nimity) methods and test them on three knowledge
tasks (MMLU, MMLU-Pro, GPQA) and three rea-
soning tasks (SQuAD 2.0, StrategyQA, MuSR). We
use the Llama 3 8B model with and without CoT
prompting to generate baseline results for compari-
son with multi-agent debate. We compare answer-
able and unanswerable questions of the SQuAD 2.0
dataset to inspect how decision protocols behave in
edge cases.

Figure 2 shows the baselines compared to multi-
agent debate, with the decision protocols being
the rows grouped by voting and consensus-based
protocols. The columns are the datasets grouped
by knowledge and reasoning-based tasks. Over-
all, multi-agent debate with consensus and voting
decision protocols outperforms the CoT baseline.
Notably, consensus protocols perform better on
knowledge-based tasks with average improvements
of 2.3% on MMLU, 4.9% on MMLU-Pro, and
1.3% on GPQA over the voting average. Voting
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protocols perform better in reasoning tasks with
average improvements of 13.1% on SQuAD 2.0,
0.2% on StrategyQA, and 26.4% on MuSR over the
consensus average. The results for the Llama 3 70B
model can be found in Appendix A.1. On average,
voting-based protocols require 3.38 rounds and
consensus-based protocols 1.42 rounds to reach a
decision, indicating that consensus is more suitable
for applications that require quick decision-making
as they use less test-time compute. Interestingly,
most conversations reach a decision before they
are terminated after five turns. Approval voting
is the only protocol that often leads to no agreed
solution (59% of cases) due to the agreeableness
of the agents. The agents often simply vote for
all answers as they do not have to decide, leading
to many ties (see Appendix A.2 for details). Fig-
ure 3 shows the F1-Score for SQuAD 2.0 divided
into whether questions are answerable or not for
each decision protocol. Voting achieves a higher
overall F1-score (56.7%) than consensus (43.6%),
especially for answerable samples. However, con-
sensus is more effective for unanswerable samples,
and stricter consensus methods (e.g., unanimity
consensus) produce even higher scores.

The effectiveness of decision protocols depends
on the nature of the task. Our results suggest that
consensus excels in knowledge tasks, and voting
works better for reasoning tasks. Voting protocols
might outperform consensus in reasoning tasks be-
cause they allow the exploration of multiple reason-
ing paths. One reason for the good performance of
consensus in knowledge tasks is that it mitigates
individual agent errors by requiring multiple agents
to agree on the same statement before reaching a
conclusion. This approach is less susceptible to ma-
nipulation or errors by any single agent. We found

voting can be easily tricked by generating answers
that seem to be correct but have some incorrect
statements (see Appendix G.2). The consensus
method has a distinct advantage by incorporating a
safeguard of repeated checks across agents to find
these small errors. The detailed analysis of SQUAD
2.0 further supports the finding that decision proto-
col effectiveness is task-dependent.

Both experiments reveal that the decision proto-
col used can significantly impact the overall perfor-
mance of multi-agent debates. While multi-agent
approaches generally require more computation
than a single agent (approximately five times the
compute resources for consensus protocols and ten
times for voting protocols compared to the CoT
baseline in our setup), the choice between proto-
cols offers distinct advantages beyond simply scal-
ing resources. Notably, consensus protocols often
reached a decision faster than voting protocols, par-
ticularly on knowledge tasks that also achieved
superior performance (Figure 2). Conversely, vot-
ing excelled on reasoning tasks despite potentially
needing more rounds and compute. This demon-
strates that with the correct choice, multi-agent
debates can be made more error-resistant by using
consensus decision protocols and more explorative
by using voting decision protocols. However, we
acknowledge that these performance improvements
must be weighed against the substantial increase in
computational resources required compared to sim-
pler baseline methods. High token consumption
is a significant practical limitation of the multi-
agent debate (MAD) paradigm, and its prevalence
in the field does not diminish its importance as a
challenge. Observed performance improvements,
although positive, may not always scale proportion-
ally with the increased computational resources.
Our study’s primary objective was to systematically
compare how different decision protocols function
within this resource-intensive MAD paradigm to
help researchers select the most effective proto-
col for their specific tasks. Therefore, researchers
should carefully consider whether the incremen-
tal performance gains justify the associated com-
putational costs in their particular use cases. An
additional experiment comparing solution count-
ing (selecting the answer that is given the most) to
our prompted decision protocols showed similar
trends and had little impact on our main findings
(see Appendix D).
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4.2 Number of Agents and Discussion Rounds

Research by Yin et al. (2023) suggests that increas-
ing the number of rounds and agents participating
in a multi-agent debate is beneficial because of test-
time compute scaling. In our experimental setup,
agents communicate for three rounds before voting,
following Du et al. (2023b). As our first experiment
showed, consensus reaches a decision much faster
than voting. Here, we investigate how the number
of discussion rounds before voting impacts task per-
formance, as fewer rounds with the same accuracy
would improve computational efficiency. Becker
(2024) suggests that extended discussions may lead
to decreased accuracy because of agents drifting
away from the original task. Wang et al. (2024a)
shows increasing the number of agents may have
positive effects.

We conduct this experiment using the Strate-
gyQA dataset because multi-agent debate has con-
sistently mitigated errors of single agents using
CoT as shown in the previous experiment. The ex-
periment is structured in two parts. First, we fix the
number of agents to three and increase the number
of discussion rounds from one to ten. Second, we
fix the number of rounds to three and increase the
number of agents from one to ten. Both experi-
ments use the simple voting decision protocol, and
each condition is evaluated across three indepen-
dent runs.

Figure 4 shows accuracy relative to the number
of rounds the agents have to communicate before
voting starts. A linear regression, visualized by
the dotted line, indicates that increasing discussion
rounds slightly reduces accuracy. Still, with the
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Figure 5: Accuracy+sa on StrategyQA with a different
number of agents participating in the discussion. The
final answer is created using the simple voting decision
protocol. Standard deviation over three runs.

increase from nine to ten rounds a rather abrupt in-
crease in task performance can be seen. Separately,
Figure 5 shows the task performance relative to
the number of agents participating in the debate.
Here, a linear regression indicates that increasing
the number of agents leads to a slight upward trend
in accuracy, suggesting that larger groups improve
task performance.

Having more agents generating solutions gener-
ally leads to higher accuracy. This resembles the
effect seen in self-consistency (Wang et al., 2023),
where increasing the number of sampled answers
improves task performance. However, Figure 4
shows that increasing the number of debate rounds
decreases performance, contradicting the expected
benefits of self-refinement. This aligns with recent
concerns about the reliability of self-refinement,
as Huang et al. (2023) questions the findings of
Madaan et al. (2023), suggesting that the claimed
improvements may not be robust.

At the same time, we also have one case where
we see an increase in task performance as the num-
ber of rounds increases. Observe the sharp upside
arc in Figure 4 for turn ten. To test whether individ-
ual rounds can recover this performance decrease,
we create an ablation experiment where agents chal-
lenge the final result and propose a new solution.
This extra round allows us to verify the effects of
an extended discussion and also if agents would
change their final solution. We create five different
challenge scenarios and test them on two knowl-
edge tasks (MMLU and MMLU-Pro) and two rea-
soning tasks (StrategyQA and SQuAD 2.0). In the
first setting, we provide agents with the final solu-
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tion and ask whether they agree or want to change
it. In the second setting, agents can access the full
discussion history with prior reasoning. The third
setting includes additional context we retrieve with
RAG from Wikipedia*. The fourth and fifth set-
tings act as a baseline, introducing intentionally
incorrect solutions—either irrelevant or wrong an-
swers generated by the Qwen2 7B (Research, 2024)
model to test whether agents can detect incorrect
solutions. Solutions are generated with a different
model than Llama 3, to remove any bias that might
occur if the same model used to detect the wrong
answer also generated it (Wahle et al., 2021).

We find that agents are less likely to challenge
the final result when the discussion history is pro-
vided (10% decrease), as seen in Figure 6. For the
StrategyQA dataset, this change is more prominent,
with a 60% decrease in the challenge rate. Provid-
ing additional information has no noticeable effect
compared to just providing the solution. Agents can
detect irrelevant solutions (99% challenge rate) and
incorrect solutions (75% challenge rate) with high
accuracy. Figure 7 shows the percentage of chal-
lenged answers with a changed final score based
on the new solution. It can be seen that this has no
positive effect, especially on the reasoning tasks
(StrategyQA and SQuAD 2.0), where it leads to
worse solutions in 3% of cases. There are no major

*We use: github.com/Multi-Agent-LLMs/context-plus

effects on knowledge tasks (MMLU and MMLU-
Pro). Overall, the different challenge scenarios
(Only Solution, Discussion History, and Additional
Information) do not significantly impact the quality
of the challenged answers, as they all perform very
similarly.

These findings further support that more debate
rounds harm task performance, suggesting the ex-
pected benefits of self-refinement may be unreli-
able and also differ from task to task. Therefore,
we recommend scaling the number of agents as
opposed to turns to create a larger knowledge base.

4.3 Answer Diversity

In multi-agent debates, answer diversity plays an
important role in improving decision-making and
task performance. A more diverse set of answers
is beneficial because selecting the correct solution
from multiple options is often easier than relying
on a single agent’s solution (Zheng et al., 2023).
This principle is also key to self-consistency ap-
proaches (Wang et al., 2023) and explains why
multiple-choice tests are often easier than open-
ended ones. The goal of this experiment is to ex-
ploit this property and explore ways to increase
answer diversity to optimize task performance.

In typical multi-agent debates, the first agent
starts generating a possible solution for the given
task. The next agent can either propose a new solu-
tion or improve on the previous solution. Through-
out our experiments, we observe that agents are
agreeable and often only improve the answer from
the first agent without proposing an idea based on
their own expertise. While the idea of independent
answer generation has been previously explored
in different multi-agent settings (Du et al., 2023b;
Liang et al., 2024), these studies did not system-
atically formalize and evaluate it separately from
other multi-agent discussion parameters. To ad-
dress these limitations, we explicitly formalize this
principle as All-Agents Drafting (AAD), a method
that forces each agent to generate an independent
solution based on their own expertise in the first
round. Second, we propose Collective Improve-
ment (CI) which starts similarly to AAD with each
agent generating an independent solution, but un-
like AAD where each agent can communicate with
another after the first turn, CI prohibits commu-
nication and only shows the solutions from the
previous turn to the agent in the next turn. The
rationale behind this is that agents often immedi-
ately get biased by other proposals rather than fol-


https://github.com/Multi-Agent-LLMs/context-plus

Strategy Baseline All draft Collective Critical Reasoning
Answer Cosine Similarity | 0.888 0.870 0.845 0.843 0.916
Mean Accuracy 58.3% 62.8% 65.7% 59.4% 51.9%
Delta Baseline 0.0% 3.3% 7.4% 1.1% -6.4%

Table 1: Final answer similarity based on average cosine similarity between SBERT embeddings of final answers

compared to task performance on StrategyQA dataset.

@‘\

Figure 8: Comparison of agents iterating on one initial
draft (baseline) vs. each of the three agents generating
an initial draft separately on the StrategyQA dataset
using AAD. Standard deviation over three runs.
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lowing their own ideas which leads to less answer
diversity. Thus, our new proposal, CI, extends the
independent generation method with a discussion
paradigm designed explicitly for voting protocols,
demonstrating improved exploration and diversity
of ideas in the multi-agent setting. CI only works
for voting decision protocols as it removes the turn
order of the agents, and therefore, no iterative im-
provements and agreements can be made. Third,
we introduce a critical response generator and a
reasoning response generator. Both test whether it
is possible to improve answer diversity by prompt-
ing agents to respond more critically or by allowing
them to exchange only reasoning steps and no final
solutions during the discussion to avoid agreeable-
ness towards final solutions and not reasoning ideas.
To quantify if these methods increase answer di-
versity, we calculate the cosine similarity between
the SBERT embeddings (Reimers and Gurevych,
2019) of the agent’s answers and correlate it with
changes in task performance.

Figure 8 shows the accuracy of AAD compared
to the multi-agent baseline on StrategyQA for all
decision protocols. AAD increases the perfor-
mance on average by 3.3% over the baseline. The
strongest improvements are for simple and ranked
voting. Cumulative voting, supermajority, and una-
nimity consensus perform a bit worse. Approval
voting and majority have no real improvement but
are within the standard deviation of the baseline.

Figure 9 shows the accuracy of CI compared
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Figure 9: Comparison of agents discussing using the de-
fault discussion protocol compared to the CI discussion
protocol on the StrategyQA dataset. Standard deviation
over three runs.
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Figure 10: Comparison of agents using the default re-
sponse generator compared to the reasoning and critical
response generator on the StrategyQA dataset. Standard
deviation over three runs.

to the multi-agent baseline. CI is a voting—only
extension. On average, CI performs 7.4% better
than the baseline.

Figure 10 shows the accuracy of different re-
sponse generators compared to the baseline for dif-
ferent decision protocols. The results show that
the critical response generator does not provide
a reliable improvement, while the reasoning re-
sponse generator even leads to a decrease in task
performance.

Table 1 shows the cosine similarity, mean ac-
curacy, and delta in performance as the rows for
the different improvement methods (AAD, CI and
response generators) as columns. We observe a
general trend that if the answer diversity increases,
task performance increases, too. The reasoning re-
sponse generator decreases answer diversity, which
results in a drop in task performance.

AAD and CI achieve higher answer diversity



and, therefore, higher task performance, but the
two response generators struggle to provide reliable
results and may even reduce task performance. The
critical and restrictive prompting style degrades the
quality of the discussion by forcing a specific an-
swer style that is not always beneficial. Therefore,
we recommend using our methods AAD or CI to
limit group interactions and promote independent
thinking but caution against using methods that di-
rectly change the response behavior of the agents,
as this may have unwanted side effects.

5 Conclusion

We systematically evaluated the role of consensus
and voting decision protocols across three knowl-
edge and three reasoning tasks. Our study assessed
how the number of discussion rounds and agents
influences task performance. We proposed two new
methods to improve answer diversity during multi-
agent discussions and decisions, i.e., All-Agents
Drafting (AAD) and Collective Improvement (CI).
AAD requires each agent to contribute draft ideas
at the beginning of the discussion, and CI encour-
ages independent reasoning steps by limiting com-
munication between agents and only allowing them
to exchange possible solutions after each turn.
Our findings show that voting performs well on
reasoning tasks, outperforming consensus by up
to 13.2%, and outperforming a single CoT base-
line by 10.4%. This is likely because voting-based
protocols allow agents to explore multiple reason-
ing paths instead of a single one, as in consen-
sus. In comparison, consensus outperforms voting
in knowledge tasks by up to 2.8%, because it im-
proves fact-checking by requiring at least the agree-
ment of the majority of agents. Increasing the num-
ber of agents in the discussion improved task perfor-
mance, while increasing the number of discussion
rounds before voting decreased performance. One
possible reason for that could be problem drift, a
recent limitation found in long multi-agent debate
(Becker, 2024). AAD improved performance by
up to 3.3%, and CI by up to 7.4% over multi-agent
debate baselines, and 6.1% and 10.2% over sin-
gle model CoT baseline respectively. Our methods
enhance answer diversity and reveal a connection
between answer diversity and task performance.
Future work could explore other characteristics
influencing decisions, such as power relations be-
tween managers and employees. This could also
involve examining personas within this hierarchi-

cal structure to investigate whether dominant or
affectionate leaders are more effective in leading
discussions (Ames, 2009).

We recommend using voting in reasoning tasks
and consensus in knowledge tasks, scaling up the
number of agents instead of the number of rounds,
and increasing the diversity of answers between
agents using AAD and CL

Limitations

Multi-agent debates are computationally expensive
because they require a message from each agent in
each round, quickly leading to hundreds of forward
passes per model. Because of the high compu-
tational cost and the range of decision protocols
and tasks in our work, we used sampled subsets of
the datasets, which can lead to some variance. To
control for that variance, we sampled with a 95%
confidence level and calculated the standard devia-
tion of three independent runs.Overall, the results
were markedly higher than what could be explained
by the standard deviation. More details about the
dataset and other parameters can be found in Ap-
pendix B. Despite efforts to improve answer diver-
sity, agents often converged on similar responses,
suggesting that more advanced techniques to en-
courage independent solutions are needed in the
future.

While this study focuses on decision protocols,
we acknowledge that prompt design and persona
selection are also relevant parameters. Initial ex-
plorations with more diverse prompt structures did
not yield consistent improvements over the sim-
pler, reproducible design presented. Furthermore,
Section 4.3 analyzes variations in agent response
styles (critical, reasoning only), showing decision
protocol dependent effects. A dedicated persona ab-
lation was omitted due to significant computational
cost and prior evidence suggesting limited impact
on task performance in similar setups (Zheng et al.,
2024).
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Appendix
A Additional Results

Additional results for the first experiment to pro-
vide further information.

A.1 Task Performance with Llama 3 70B

Compared to the results of the Llama 3 8B model,
the larger Llama 3 70B model performs much bet-
ter overall, as seen in Figure 11. Most of the results
are a bit better than the baseline, but the multi-agent
discussions are only in a few cases able to outper-
form the CoT baseline. This model does not fail
to follow the prompt for the MuSR baseline and
consensus-based decision protocols. Therefore, the
big performance gain from the smaller model can-
not be observed here. SQuAD 2.0 and StrategyQA
had the largest performance gains, even outper-
forming the CoT baseline, similar to the results
from the smaller model. This difference in task
performance can have many reasons. As Li et al.
(2024) showed, smaller models are more likely to
hallucinate, which reduces task performance. This
can be mitigated by using multiple agents because
it is less likely that two agents hallucinate the same
things. Larger models tend to hallucinate less, re-
ducing this effect for the Llama 3 70B model (Li
et al., 2024). In general, Llama 3 70B has a much
higher baseline for task performance, making it
more difficult to improve baseline results. Many
of the improvements by the Llama 3 8B model are
quite small, except for the ones where the Llama
3 70B model also outperforms the CoT baseline.
This can be taken as evidence that these multi-agent
discussions require specific problem structures, or
else the agents are just talking about the same re-
sults for multiple rounds and agreeing with each
other. If these discussions continue too long, they
can drift away from the original task, which re-
duces task performance. This has also been ob-
served by Becker (2024) and an example can be
seen in Appendix G.3. A positive example of how
discussion can help task performance can be seen
in Appendix G.1.

A.2 Termination percent

The data in Table 2 shows the number of turns
that are needed for each decision protocol to reach
a final decision for the MMLU dataset. Most of
the voting decision protocols are able to vote for
a final answer already in the first round in which
they are allowed to vote. Simple voting has the
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highest agreement rate, but also cumulative and
ranked voting only need in a few cases another
round. In contrast, the approval decision protocol
only achieves this in ~ 27% of the cases. About
14% need another round and the rest is canceled
after the fifth round. This happens because these
models like to agree with each other, and therefore
they tend to vote for many of the answers, which
often leads to a tie. Therefore, more restrictive vot-
ing decision protocols can reach a decision more
easily, as a tie is less likely. The consensus deci-
sion protocols require only one to two rounds to
reach consensus and still achieve a higher task per-
formance because these results are based on the
MMLU dataset. The decision protocols tend to be-
have similarly in terms of rounds needed to create
a final answer, independent of task and model.

B Additional Details on Datasets

The dataset selection is very important for this
work. It needs to be tested whether decision
protocols perform well in multiple domains and
whether some protocols perform better with spe-
cific tasks than others. Therefore, we selected
datasets from different domains and divided them
into two groups:

* Knowledge-based Datasets: MMLU,
MMLU-Pro, and GPQA. These still require
some reasoning and domain knowledge.

* Reasoning-based Datasets: StrategyQA,
MuSR, and SQuAD 2.0. These emphasize
multistep reasoning and textual comprehen-
sion.

An overview of all these datasets can be found
in Table 3 with a description and the number of
samples used for evaluation.

B.1 Sampling Strategy

Because multi-agent discussions are expensive, we
use a small subset of each dataset that still rep-
resents the dataset effectively. This follows ap-
proaches used by Yin et al. (2023); Chen et al.
(2023); Becker (2024) and ensures a 95% confi-
dence level with a 5% margin of error:

Z*-p-(1-p)
d? ’
where Z 1.96, p 0.5, and d = 0.05
(Thompson, 2012). For finite datasets, a finite pop-

ng =
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80.1:03
80.3113
78.1:23
79.543

61.3:33
60.2:03
61.3:0.8
60.9415

46.6038
453425
45244

Task performance+su for seven decision protocols (voting and consensus-based) on six tasks (knowledge

and reasoning) based on agents with Llama 70B. Bold indicates the highest results per dataset. Standard deviation

for three runs.

Group ‘ Turnl Turn2 Turn3 Turn4 Tuarn5’ | Task Performance Score
Voting 0.00% 0.00% 99.33% 0.50%  0.17% 533 +1s
Cumulative | 0.00%  0.00% 94.00% 5.50%  0.50% 52.6 +40
Ranked 0.00% 0.00% 91.17% 7.83%  1.00% 49.2 115
Approval 0.00%  0.00% 26.67% 14.33% 59.00% 43.0 +21
Majority 80.00% 13.67% 4.83% 1.00%  0.50% 532 +2s
Supermaj. | 79.33% 1433% 4.83% 1.00%  0.50% 54.6 +3s6
Unanimity | 59.50% 21.67% 12.67% 3.50%  2.67% 54.2 +10

Table 2: Number of rounds needed for each decision protocol to reach a final decision for the MMLU dataset with

Llama 3 8B.

ulation correction is applied:

77,:—1,

where N is the total number of samples in each
dataset (Cochran, 1953). The specific sample sizes
reflecting this calculation are listed in Table 3.

B.2 Repeatability

Each dataset was tested three times to obtain a
standard deviation of the results (Reimers and
Gurevych, 2017; Chen et al., 2023; Becker, 2024),
ensuring reliable and robust performance estimates
across multiple evaluations.

C Multi-Agent Framework

For our experiments, we use the Multi-Agent Large
Language Models (MALLM) framework”.

>In this round, the discussion is terminated.

8 Approval Voting is left out as it consistently fails to reach
a voting decision as described in Section 4.1.

7 Available here: github.com/Multi-Agent-LLMs/mallm

C.1 Architecture Overview

To better understand the different modules, we take
a closer look at each component and what role
it plays in creating multi-agent discussions. An
overview can be found in Figure 12 as it provides
an example workflow for the framework and how
a discussion is created. The discussion starts with
generating personas relevant to the given task and
assigning them to the participating agents. The per-
sonas are generated using the same LLM which is
later used for the agents. After that the agents start
to generate solutions and improve the suggestions
from the other agents. The turn order of the agents
is defined by the discussion paradigm. This also de-
fines which answers are visible to other agents and
who can talk to whom. The response generator de-
fines how an agent receives the other answers and
also the way it responds. After a certain number
of rounds or when enough agents agree, a decision
protocol is used to select the best answer either via
voting or just by looking for a certain consensus
threshold. If the decision protocol fails, for exam-
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https://github.com/Multi-Agent-LLMs/mallm

Dataset Description Samples | Eval-Samples
Knowledge-based
MMLU Massive Multitask Language Understanding 14,042 375 (x3)
benchmark covering 57 subjects
MMLU Pro | Professional-level extension of MMLU with 12,032 374 (x3)
advanced questions
GPQA Challenging dataset of multiple-choice ques- 546 250 (x3)
tions written by domain experts in biology,
physics, and chemistry
Reasoning-based
StrategyQA | Dataset of questions requiring implicit multi- 2,289 330 (x3)
hop reasoning
MuSR Logic reasoning for solving murder mystery 250 152 (x3)
stories
SQuAD 2.0 | Stanford QA Dataset with answerable and 11,873 373 (x3)
unanswerable questions

Table 3: All datasets used for evaluation with a short description, number of samples in the test set, and number of
samples used in this study. The datasets are divided into knowledge-based tasks and reasoning-based tasks.

ple, due to a tied vote, the discussion continues
for another round. In the framework a parameter
can be defined to terminate discussions after a cer-
tain number of rounds to make sure they do not
communicate forever.

Agent Personalities. The first step of the dis-
cussion is the generation of agent personas. Each
of the agents participating in the discussion has
a certain persona assigned to them. This can un-
lock more knowledge for the LLM on a specific
topic (Kim et al., 2024). To get the best results,
we want as diverse personas as possible while still
maintaining them to be relevant to the task. The
default setting for the framework is to prompt a
LLM and ask for a persona relevant to the given
task (Wang et al., 2024c). After each generation it
also provides the generated personas to avoid dupli-
cation. This way of generating personas provides a
good starting point, but as this is built as a modu-
lar component, it can be swapped out with another
function, which, for example, generates half of the
agents with this method and initializes the other
ones as neutral agents without a persona.

Response Generators. Another important part
of multi-agent discussions is how each agent re-
sponds to the previous responses. Do we use CoT
to improve performance, or does this result in too
long answers? By changing the way an agent is
prompted, a lot of performance can be gained or
lost. Therefore, it is key to make this as customiz-
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able as possible. The researcher has the possibility
to change the default behavior (neutral answers),
for example, by prompting the agent to be more
critical or changing the way the discussion history
is presented. The system prompt for the agent’s
persona can also be adjusted. MALLM already has
many different built-in response generators. The
ones relevant for this work are the following.

* Free Text is the most basic form of the agent
prompt. Each agent gets a predefined number
of discussion history rounds as memory. The
prompt language is neutral, and the task is
presented each round to mitigate the potential
drift from the topic of the discussion (Becker,
2024). In addition, the agent is always asked
to agree or disagree with the answer of the
previous agent.

» Simple behaves very similar to the Free Text
response generator, but the prompt is a bit
simpler to make it easier to understand for the
LLM and reduce the context length.

* Critical forces the agent to respond very crit-
ically to the previous answer and try to find
new solutions. Some studies have shown that
LLMs can show some form of sycophancy,
which is not helpful for a constructive discus-
sion (Sharma et al., 2023). Encouraging them
to be more critical may reduce this.

* Reasoning doesn’t allow the agents to com-



Automatic Persona Generator

AN

Identified Personas

Response Generator (Agent Prompt)

System Prompt: You take part in a
discussion to solve a task.

Task: Answer the given question.

Input: What is the height of the Eiffel
Tower? Possible options are ...

Your role: Engineer (Expertise in ...)

This is the discussion to the current
point:

Agent 1: | think that ...

Agent 2: | don't agree with ...

Message: | agree with Agent 1
because ...
Solution: Option D

d

Identify 3 participants who will
contribute to solving the task... Agent 1: Gustave Eiffel (Architect
Task: A the ai i and designer of the Eiffel Tower)
ask: Answer the given question. 3 e o >
Sample: What is the height of the Eiffel @ Agent 2: French Citizen (Lives for
Tower? 25 years in france)
Possible options are:
A: 101 meters, B: 41 meters, _Persona Agent 3: Engineer (Expertise in
C: 787 meters, D: 312 meters Assignemnt Agent | cjvil engineering)
(LLM) |
-

Discussion

Message: | think that ...
Solution: Option D

Agent 1

Memory
Protocol

Agent 3 M
Solution:

essage:

| don't agree with ... | Agent 2

Option C

Decision Protocol (Cumulative Voting)

\

| think option D solves the problem
the best.

Agent 1 final answer:

Voting Points:
Agent 1: 10
Agent 2: 7

P

Option C sound for me the most
feasible.

Agent 2 final answer:

Voting Points:

Agent 3: 3

/

~

Agent 3 final answer:

My final answer is option D with
312 meters.

Voting Points:

Agent 1: 4 Agent1:7
Agent 2: 1 Agent 2: 11
\Agent 3:5 / Agent 3: 1

C

Agent 1 wins the voting. The final solution is Option D (312 meters).

-

Figure 12: Example multi-agent discussion conducted in the MALLM framework. It showcases the functionality of

the four modules and how they work together to get an improved final solution.
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municate their final solution with the other
agents. They can only share reasoning that
can be used to find a final solution. In the
end, each agent has to come up with its own
solution without being directly influenced by
other agents.

Discussion Paradigms. These paradigms define
the discussion format for the entire task. They can
control the order in which the agents communicate
with each other, and which answers are visible only
to certain agents. Currently, all the built-in dis-
cussion paradigms are static, meaning that the turn
order is predefined and cannot be changed based on
specific events during the discussion. However, due
to the modular nature of MALLM, a new discus-
sion paradigm can be added, for example using an
LLM as a moderator to dynamically decide which
agent should respond next. Current research by Yin
et al. (2023) and Becker (2024) shows that discus-
sion protocols have little impact on downstream
task performance. MALLM includes the follow-
ing discussion paradigms, which are illustrated in
Figure 13. The first four paragdims are inspired by
the work of Yin et al. (2023), while the fifth was
developed as part of this work.

Collective
Refinement

@3 @< @ @(x)» @) @) @)

Figure 13: Illustration of Discussion Paradigms avail-
able for use in MALLM

Memory Relay Report Debate

* Memory is the most basic discussion
paradigm. The agents respond to the solu-
tion of the previous agents with feedback or
an improved solution. All answers are visible
to the other agents.

Relay behaves similarly to the memory
paradigm. The turn order is the same, but
each agent can only see the answer from the
previous agent.

Report introduces one agent as a moderator
that can communicate with other agents. The
other agents can only communicate with the
moderator and have access to these messages
only. Only the moderator can see all mes-
sages.
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* Debate is similar to the report paradigm, as it
also needs a moderator. Here, the other agents
can communicate for a predefined number of
rounds before they forward their reasoning
to the moderator agent, which starts the next
round of debate.

* Collective Refinement In this protocol, each
agent first generates an answer independently.
In each subsequent round, every agent re-
ceives the responses from all other agents at
the same time. Using this shared information,
each agent refines their own answer. This pro-
cess continues throughout the rounds, help-
ing agents gradually reach a shared and im-
proved solution. There is no turn order, and
all agents have the same level of knowledge
in each round.

Decision Protocols. These are crucial for the
framework as they decide which answer gets pre-
sented as the final answer to the problem. Multi-
agent discussions produce multiple results for the
same problem because each agent has its own rea-
soning and ideas on how to solve the problem.
Therefore, some process is needed to decide which
answer looks the most promising. We divide these
decision protocols into three subtypes that we want
to analyze. An overview of how each of these de-
cision protocols works theoretically can be found
in Figure 1 and all prompts used for them can be
found in Appendix E.

Consensus Based Decision Protocols. These
are the simplest kinds of decision protocols. After
each answer, the next agent has to agree or disagree
with the previous statement. Depending on the re-
sponse generator, this happens in the same message,
and the agreement is extracted with a regular ex-
pression, or this is split into multiple answers. If
enough agents agree in order, there is a consensus.
The final answer is extracted by instructing the last
agent to solve the given task with the information
available in the latest messages. The prompt used
for this can be found in Appendix E.1. There are
several types of consensus decision protocols avail-
able in MALLM. Majority consensus requires
50% of the agents to agree. Supermajority con-
sensus requires 66% of the agents to agree, and
unanimity consensus requires all agents to agree.

Voting Based Decision Protocols. For vot-
ing based decision protocols, the process differs



Decision Protocol | MMLU MMLU-Pro GPQA StrategyQA
Baseline
Solution Counting 53.6+28 33.0+35 28.6+28 553+1.6
Voting Protocols
Simple Voting 533+18 320+27 305£09 585+£09
Ranked Voting 4924+15 331+£46 273+£39 562+34
Cumulative Voting 52.6+40 283 +3.1 31.3+£28 61.2+1.6
Consensus Protocols
Majority Consensus 532+£25 364+21 323+29 599+0.1
Supermajority Consensus | 54.6 =3.6 352 +3.0 30.7+2.1 56.4 £ 2.1
Unanimity Consensus 5424+10 363+£04 300+23 58.8£2.6

Table 4: Comparison of solution counting with prompted decision protocols across four datasets. Performance is
Accuracy * std. Bold indicates the highest result per dataset.

slightly compared to consensus-based decision pro-
tocols. The agents are forced to discuss for a prede-
fined number of turns and afterward create a final
solution. In the default setting, they have to discuss
for three rounds, as current research such as Du
et al. (2023b) shows that this allows for reason-
able strong improvements considering computing
resources. If there happens to be a tie in the vot-
ing, the agents have to discuss it for another round,
and after that, they are asked to vote again. If they
do not reach a final decision before exceeding the
maximum number of rounds (defined in the discus-
sion configuration), the solution of the first agent
is used. To analyze the impact of the voting pro-
cedure, different processes similar to the work of
Yang et al. (2024b) are implemented.

* Simple Voting Each of the agents has only
one vote. They can vote for any other agent or
for themselves. The agent with the most votes
wins.

Ranked Voting The agents have to rank all
final answers. The best solution is chosen by
adding the ranking indices for a given agent
and then selecting the answer with the best
cumulative rank.

Cumulative Voting Each agent has to dis-
tribute up to 25 points to all possible answers.
They can also give fewer points and freely di-
vide the points between all agents (even them-
selves). The winner is selected by adding all
the points for a given agent and selecting the
final answer with the most points.

* Approval Voting The agent has to provide a
list of solutions that it approves. After that,
the approvals from all agents are counted, and
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the answer with the most approvals wins the
vote.

D Solution Counting Ablation

We conducted an ablation study comparing solu-
tion counting with our prompted decision protocols
to investigate the effectiveness of simpler voting
methods. Solution counting chooses the answer
the agents give most frequently as the final an-
swer for evaluation. This analysis is performed
on four datasets for which direct counting of fi-
nal multiple-choice solutions is straightforward:
MMLU, MMLU-Pro, GPQA and StrategyQA.

Table 4 summarizes these results. While solution
counting is a feasible method, it generally underper-
forms compared to consensus- and voting-based de-
cision protocols. In particular, consensus methods
outperform solution counting on knowledge-based
tasks (MMLU-Pro, GPQA), and voting notably
improves performance on the reasoning task (Strat-
egyQA). Thus, this ablation reinforces our main
findings and illustrates the added value of decision
protocols.



E Prompts

E.1 Final Answer Extraction

System Prompt:
Your role:
description>)

<persona> (<persona

User Prompt:

You are tasked with creating a final so-
lution based on the given input and your
previous response.

Task: <task>

Input: <input sample>
Your previous response:
answer>

Extract the final solution to the task from
the provided text. Remove statements
of agreement, disagreement, and expla-
nations. Do not modify the text. Do not
output any text besides the solution. If
there is no solution provided, just copy the
previous response.

<previous

Figure 15: Prompt used to extract the final answer
given agent from its previous response.

E.2 Voting Prompts

ofa

System Prompt:
Your role:
description>)

<persona> (<persona

User Prompt:

You are tasked with voting for the best so-
lution from the list provided below based
on the given task.

Task: <task>

Question: <input sample>

Here are the possible solutions:

Solution 1: <agent 1 final answer>
Solution 2: <agent 2 final answer>
Solution 3: <agent 3 final answer>
Based on the above solutions, please pro-
vide the number of the solution you are
voting for. Answer only with the number.

System Prompt:
Your role:
description>)

<persona> (<persona

User Prompt:

You are tasked with approving any number
of solutions from the list provided below
based on the given task.

Task: <task>

Question: <input sample>

Here are the possible solutions:

Solution 1: <agent 1 final answer>
Solution 2: <agent 2 final answer>
Solution 3: <agent 3 final answer>
Based on the above solutions, please pro-
vide the numbers of the solutions you are
approving, separated by commas. Answer
only with the numbers.

Figure 17: Prompt used to get a vote from each agent

for the Approval Voting decision protocol.

System Prompt:
Your role:
description>)

<persona> (<persona

User Prompt:

You are tasked with distributing 10 points
among the provided solutions based on the
given task.

Task: <task>

Question: <input sample>

Here are the possible solutions:

Solution 1: <agent 1 final answer>
Solution 2: <agent 2 final answer>
Solution 3: <agent 3 final answer>
Based on the above solutions, please dis-
tribute 10 points among the solutions. Pro-
vide your points allocation as a JSON dic-
tionary where keys are solution numbers
(as int) and values are the points. The total
points should sum up to 10. Answer only
with the JSON dictionary.

Figure 16: Prompt used to get a vote from each agent

for the Simple Voting decision protocol.
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Figure 18: Prompt used to get a vote from each agent

for the Cumulative Voting decision protocol.




System Prompt:
Your role:
description>)

<persona> (<persona

User Prompt:

You are tasked with ranking the solutions
from the most preferred to the least pre-
ferred based on the given task.

Task: <task>

Question: <input sample>

Here are the possible solutions:

Solution 1: <agent 1 final answer>
Solution 2: <agent 2 final answer>
Solution 3: <agent 3 final answer>
Based on the above solutions, please pro-
vide the rankings of the solutions sepa-
rated by spaces. Example: 02 1’ if you
prefer Solution 0 the most, then Solution
2, and finally Solution 1. Provide up to 5
rankings. Only answer with the rankings.

Figure 19: Prompt used to get a vote from each agent

for the Ranked Voting decision protocol.

E.3 Challenge Prompt

System Prompt:

You are a participant in a group discus-
sion.

Your role:
description>)

<persona> (<persona

User Prompt:
The task is:
<question>.
This is the final answer generated by the
discussion: <final_answer>.

Please critically evaluate this answer. If
you agree with the final answer, respond
with the exact word ’AGREE’ to confirm.
If you do not agree, respond with the ex-
act word "DISAGREE’ to challenge the
answer.

<task>. The question is:

Figure 20: Prompt used to challenge the final answer.
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System Prompt:

You are a participant in a group discus-
sion.

Your role:
description>)

<persona> (<persona

User Prompt:

The task is: <task>. The question is:
<question>.

This is the final answer generated by the
discussion: <final_answer>.

You dont agree with the final answer.
Please provide a new answer to the ques-
tion. Include the letter corresponding to
your answer in the solution.

Figure 21: Prompt used to generate a new answer in

case the final answer got challenged.



F MALLM Setup

input_json_file_path: str = None
output_json_file_path: str = None
task_instruction_prompt: str = None
task_instruction_prompt_template: Optional[str] = None
endpoint_url: str = "https://api.openai.com/v1"”
model_name: str = "gpt-3.5-turbo”

api_key: str = "-"

max_turns: int = 10

skip_decision_making: bool = False

discussion_paradigm: str = "memory"”
response_generator: str = "simple”
decision_protocol: str = "hybrid_consensus”

visible_turns_in_memory: int = 2

debate_rounds: int = 2

concurrent_api_requests: int = 100
use_baseline: bool = False
use_chain_of_thought: bool = True

num_agents: int = 3

num_neutral_agents: int = @

agent_generator: str = "expert”
agent_generators_list: list = []
trust_remote_code: bool = False

num_samples: Optional[int] = None
hf_dataset_split: Optional[str] = "test”
hf_token: Optional[str] = None
hf_dataset_version: Optional[str] = None
hf_dataset_input_column: Optional[str] = None
hf_dataset_reference_column: Optional[str] = None
hf_dataset_context_column: Optional[str] = None
use_ablation: bool = False
shuffle_input_samples: bool = False
all_agents_generate_first_draft: bool = False
all_agents_generate_draft: bool = False

policy: Optional[str] = None
voting_protocols_with_alterations: bool = False
calculate_persona_diversity: bool = False

Listing 1: Default Parameters used for each experiment

20




G Example Discussions

G.1 Successfull Voting Discussion

All decision protocols are attached as an example to this discussion. The original discussion was created
using simple voting.

Overview

Task: Answer the following question. If the question is not answerable with the provided
information, write [UNKNOWNT]’.

Input: What choir from the area has sung at the Guildhall?

Context: Southampton has two large live music venues, the Mayflower Theatre (formerly the
Gaumont Theatre) and the Guildhall. The Guildhall has seen concerts from a wide range of popular
artists including Pink Floyd, David Bowie, Delirious?, Manic Street Preachers, The Killers, The
Kaiser Chiefs, Amy Winehouse, Lostprophets, The Midnight Beast, Modestep, and All Time
Low. It also hosts classical concerts presented by the Bournemouth Symphony Orchestra, City of
Southampton Orchestra, Southampton Concert Orchestra, Southampton Philharmonic Choir and
Southampton Choral Society.

MALLM solution: Southampton Philharmonic Choir
Real solution: Southampton Philharmonic Choir

Turn 1

MllSlC COHnOISseul‘ A knowledgeable musician who is familiar with various music genres and has attended concerts at the Guildhall.

Based on the information provided, I propose the following solution: Southampton Philhar-
monic Choir. The text states: "It also hosts classical concerts presented by the Bournemouth
Symphony Orchestra, City of Southampton Orchestra, Southampton Concert Orchestra,
Southampton Philharmonic Choir and Southampton Choral Society." This suggests that the
Southampton Philharmonic Choir is one of the choirs that has performed at the Guildhall,
as it is mentioned alongside the other organizations that host classical concerts at the venue.

Choir ConductOl‘ A dedicated choral conductor with extensive experience in leading local choirs and orchestras, familiar with the performances at the
Guildhall.

[AGREE] I agree with the current solution that the Southampton Philharmonic Choir has
sung at the Guildhall. The text explicitly mentions it as one of the organizations that hosts
classical concerts at the Guildhall, which indicates that the choir has performed at the
venue.

. .
MllSlc J Ournallst A music enthusiast who has written articles and reviews about various concerts and events at the Guildhall, including performances
by local choirs.

[AGREE] I completely agree with the current solution. The text explicitly mentions the
Southampton Philharmonic Choir as one of the organizations that hosts classical concerts
at the Guildhall, making it the most likely choice.
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Turn 2

MllSlC COHnOISseul‘ A knowledgeable musician who is familiar with various music genres and has attended concerts at the Guildhall.

[AGREE] I'm in agreement with the current solution, as the text explicitly mentions the
Southampton Philharmonic Choir as one of the organizations that hosts classical concerts
at the Guildhall. This makes it the most likely candidate to have sung at the venue.

ChOll‘ Conductor A dedicated choral conductor with extensive experience in leading local choirs and orchestras, familiar with the performances at the
Guildhall.

[AGREE] I agree with the current solution that the Southampton Philharmonic Choir has
sung at the Guildhall. The text explicitly mentions it as one of the organizations that hosts
classical concerts at the Guildhall, which indicates that the choir has performed at the
venue.

MuSiC J Oul‘nalist A music enthusiast who has written articles and reviews about various concerts and events at the Guildhall, including performances
by local choirs.

[AGREE] I completely agree with the current solution. The text explicitly mentions the
Southampton Philharmonic Choir as one of the organizations that hosts classical concerts
at the Guildhall, making it the most likely choice.

Tarn 3

. .
Music Connmssellr A knowledgeable musician who is familiar with various music genres and has attended concerts at the Guildhall.

[AGREE] I agree with the current solution and the assessment that there is no need to
improve it. The text provides explicit evidence that the Southampton Philharmonic Choir
hosts classical concerts at the Guildhall, making it the most likely correct answer.

ChOll‘ Conductor A dedicated choral conductor with extensive experience in leading local choirs and orchestras, familiar with the performances at the
Guildhall.

[AGREE] I agree with the current solution that the Southampton Philharmonic Choir has
sung at the Guildhall. The text explicitly mentions it as one of the organizations that hosts
classical concerts at the Guildhall, which indicates that the choir has performed at the
venue.

MllSlC Journallst A music enthusiast who has written articles and reviews about various concerts and events at the Guildhall, including performances
by local choirs.

[AGREE] I completely agree with the current solution. The text explicitly mentions the
Southampton Philharmonic Choir as one of the organizations that hosts classical concerts
at the Guildhall, making it the most likely choice.
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Result Simple Voting

Music Connoisseur final answer: Southampton Philharmonic Choir
Choir Conductor final answer: Southampton Choral Society
Music Journalist final answer: Southampton Philharmonic Choir

Music Connoisseur voted for answer from Music Journalist
Choir Conductor voted for answer from Music Journalist
Music Journalist voted for answer from Music Journalist

Result Approval Voting

Music Critic final answer: Southampton Philharmonic Choir

Local Music Event Coordinator final answer: Southampton Choral Society and Southampton
Philharmonic Choir

Information Architect final answer: Southampton Philharmonic Choir

Southampton Choral Society

Music Critic approved answers from Information Architect, Music Critic
Local Music Event Coordinator approved answers from Information Architect
Information Architect approved answers from Information Architect

Result Cumulative Voting

Local Music Enthusiast final answer: Southampton Choral Society

Southampton Philharmonic Choir

Archivist final answer: Southampton Philharmonic Choir

Southampton Choral Society

Music Journalist final answer: Southampton Philharmonic Choir and Southampton Choral
Society

Local Music Enthusiast allocated points:
Archivist: 9
Music Journalist: 1

Archivist allocated points:
Local Music Enthusiast: 2
Archivist: 4

Music Journalist: 4

Music Journalist allocated points:
Local Music Enthusiast: 1
Archivist: 2

Music Journalist: 7
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Result Ranked Voting

Music Journalist final answer: Southampton Philharmonic Choir and Southampton Choral
Society.
Local Music Expert final answer: Southampton Philharmonic Choir and Southampton Choral
Society
Concert Promoter final answer: Southampton Philharmonic Choir and Southampton Choral
Society

Music Journalist ranked answers:
1. Music Journalist

2. Local Music Expert

3. Concert Promoter

Local Music Expert ranked answers:
1. Music Journalist

2. Local Music Expert

3. Concert Promoter

Concert Promoter ranked answers:
1. Music Journalist

2. Local Music Expert

3. Concert Promoter
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G.2 Agents Tricked Discussion

In this discussion, the agents were tricked by information provided in the context.

Overview

Task: Answer the following question. If the question is not answerable with the provided
information, write [UNKNOWN]’.

Input: What provides critical support for drug discovery and the availability of economic re-
sources?

Context: Biodiversity provides critical support for drug discovery and the availability of medicinal
resources. A significant proportion of drugs are derived, directly or indirectly, from biological
sources: at least 50% of the pharmaceutical compounds on the US market are derived from plants,
animals, and micro-organisms, while about 80% of the world population depends on medicines
from nature (used in either modern or traditional medical practice) for primary healthcare. Only a
tiny fraction of wild species has been investigated for medical potential. Biodiversity has been
critical to advances throughout the field of bionics. Evidence from analysis and biodiversity
science indicates that the decline in output from the pharmaceutical sector since the mid-1980s
can be attributed to a move away from natural product exploration ("bioprospecting") in favor of
genomics and synthetic chemistry, indeed claims about the value of undiscovered pharmaceuticals
may not provide enough incentive for companies in free markets to search for them because
of the high cost of development; meanwhile, natural products have a long history of supporting
significant economic and health innovation. Marine ecosystems are particularly important, although
inappropriate bioprospecting can increase biodiversity loss, as well as violating the laws of the
communities and states from which the resources are taken.

MALLM solution: Biodiversity provides critical support for drug discovery and the
availability of economic resources.
Real solution: Not included in context!

Tarn 1

.
Economlst A researcher who studies the impact of biodiversity on economic systems, with expertise in market analysis and the economic benefits of natural
resources.

As an economist, I’d like to propose a solution that addresses the decline in output from
the pharmaceutical sector since the mid-1980s and leverages the untapped potential of
biodiversity for drug discovery and economic innovation. Here’s a multi-faceted approach:
**Solution:** Establish a Public-Private Partnership (PPP) to incentivize the exploration
and development of natural products for pharmaceuticals, while ensuring responsible and
sustainable bioprospecting practices.

Ethnobotanist A scientist who studies the traditional uses of plants by indigenous communities and their potential for medicinal applications, with
expertise in deciphering the cultural and historical context of natural resources.

As an ethnobotanist, I agree with the current solution in principle. The Public-Private Part-
nership (PPP) framework has the potential to bring together the necessary stakeholders and
incentivize the exploration and development of natural products for pharmaceuticals while
ensuring responsible and sustainable bioprospecting practices. The multistep approach
outlined is comprehensive and addresses various aspects of the issue.
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Research BiOlOgiSt A scientist who studies the properties and potential applications of natural products from a wide range of living organisms, with
expertise in the discovery and development of new medicines from biodiversity sources.

I, as a Research Biologist, AGREE with the current solution and the additional sugges-
tions proposed by the Ethnobotanist. The Public-Private Partnership (PPP) framework
is a well-rounded approach that addresses the decline in output from the pharmaceutical
sector by providing a framework for responsible and sustainable bioprospecting, while
promoting economic innovation and job creation. I particularly appreciate the emphasis
on community engagement and empowerment, benefit-sharing agreements, traditional
knowledge protection, and capacity building for ecosystem-based medicine.

Tuarn 2

.
Economlst A researcher who studies the impact of biodiversity on economic systems, with expertise in market analysis and the economic benefits of natural
resources.

The current solution has been improved with additional considerations from the ethnob-
otanist and research biologist. I notice that the additional suggestions enhance the com-
prehensive approach, addressing community engagement, benefit-sharing, and traditional
knowledge protection.
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expertise in deciphering the cultural and historical context of natural resources.

As an ethnobotanist, I agree with the current solution in principle. The Public-Private Part-
nership (PPP) framework has the potential to bring together the necessary stakeholders and
incentivize the exploration and development of natural products for pharmaceuticals while
ensuring responsible and sustainable bioprospecting practices. The multistep approach
outlined is comprehensive and addresses various aspects of the issue.

Research BiOlOgiSt A scientist who studies the properties and potential applications of natural products from a wide range of living organisms, with
expertise in the discovery and development of new medicines from biodiversity sources.

I, as a Research Biologist, AGREE with the current solution and the additional suggestions
proposed by the Ethnobotanist. The Public-Private Partnership (PPP) framework is a well-
rounded approach that addresses the decline in output from the pharmaceutical sector by
providing a framework for responsible and sustainable bioprospecting, while promoting
economic innovation and job creation. I particularly appreciate the emphasis on commu-
nity engagement and empowerment, benefit-sharing agreements, traditional knowledge
protection, and capacity building for ecosystem-based medicine. These considerations
will ensure that local communities are involved in the decision-making process, receive
fair compensation for their involvement, and that their traditional knowledge and cultural
heritage are respected.
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Tarn 3

.
Economlst A researcher who studies the impact of biodiversity on economic systems, with expertise in market analysis and the economic benefits of natural
resources.

[AGREE] The revised solution has effectively incorporated the suggestions from the
ethnobotanist and research biologist, addressing community engagement, benefit-sharing,
traditional knowledge protection, and other crucial aspects of bioprospecting. The emphasis
on responsible and sustainable bioprospecting ensures that the development of novel
pharmaceuticals benefits both humans and the environment. To further refine the solution, I
agree with the research biologist’s suggestion to develop a clear and measurable framework
for assessing the impact of the Public-Private Partnership (PPP) on the pharmaceutical sector,
local communities, and the environment. Establishing Key Performance Indicators (KPIs)
and a monitoring and evaluation process will help ensure that the PPP is held accountable
for its impact and remains a responsible and effective approach to bioprospecting.

Ethnobotanist A scientist who studies the traditional uses of plants by indigenous communities and their potential for medicinal applications, with
expertise in deciphering the cultural and historical context of natural resources.

As an ethnobotanist, I agree with the current solution in principle. The Public-Private Part-
nership (PPP) framework has the potential to bring together the necessary stakeholders and
incentivize the exploration and development of natural products for pharmaceuticals while
ensuring responsible and sustainable bioprospecting practices. The multistep approach
outlined is comprehensive and addresses various aspects of the issue.

Research Biologist A scientist who studies the properties and potential applications of natural products from a wide range of living organisms, with
expertise in the discovery and development of new medicines from biodiversity sources.

I, as a Research Biologist, AGREE with the current solution and the additional suggestions
proposed by the Ethnobotanist. The Public-Private Partnership (PPP) framework is a well-
rounded approach that addresses the decline in output from the pharmaceutical sector by
providing a framework for responsible and sustainable bioprospecting, while promoting
economic innovation and job creation. I particularly appreciate the emphasis on commu-
nity engagement and empowerment, benefit-sharing agreements, traditional knowledge
protection, and capacity building for ecosystem-based medicine. These considerations
will ensure that local communities are involved in the decision-making process, receive
fair compensation for their involvement, and that their traditional knowledge and cultural
heritage are respected.

Result

Economist final answer: Biodiversity

Ethnobotanist final answer: Biodiversity provides critical support for drug discovery and the
availability of economic resources.

Research Biologist final answer: Biodiversity

Economist voted for answer from Ethnobotanist
Ethnobotanist voted for answer from Ethnobotanist
Research Biologist voted for answer from Ethnobotanist
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G.3 Bad Voting Discussion

In this discussion, the agents were tricked by one agent who came up with a solution not provided in the
context.

Overview

Task: Answer the following question. If the question is not answerable with the provided
information, write [UNKNOWN]’.

Input: Where must enclitics appear in an English sentence?

Context: Because Czech uses grammatical case to convey word function in a sentence (instead
of relying on word order, as English does), its word order is flexible. As a pro-drop language, in
Czech an intransitive sentence can consist of only a verb; information about its subject is encoded
in the verb. Enclitics (primarily auxiliary verbs and pronouns) must appear in the second slot of a
sentence, after the first stressed unit. The first slot must contain a subject and object, a main form
of a verb, an adverb or a conjunction (except for the light conjunctions a, "and", 1, "and even" or
ale, "but").

MALLM solution: C) In an English sentence, enclitics (auxiliary verbs and pronouns)
tend to appear next to the main verb, usually before any other adverbs or modifiers, but
their placement can vary depending on sentence structure and context.

Real solution: Not included in context!

Turn 1

Llngulst A scholar specializing in Slavic languages, experienced in analyzing the grammatical structures of Czech and other languages.

As a linguist, I'd like to analyze the information given about Czech grammar. We know that
in Czech, enclitics (auxiliary verbs and pronouns) must appear in the second syntactic slot
of a sentence, after the first stressed unit. Now, we’re trying to apply this rule to an English
sentence. English does not have a similar grammatical case system, and its word order is
more fixed than Czech. However, we can try to find a rough equivalent. So, my proposed
solution is that in an English sentence, enclitics (auxiliary verbs and pronouns) tend to
appear next to the main verb, and usually before any other adverbs or modifiers. What do
you think? Would you like to refine this proposal or add any additional considerations?

English Language Teacher . expert in teaching English grammar and language structures, familiar with the challenges of translating and
comparing languages like Czech.

[DISAGREE] While I understand the thought process behind the proposed solution, I think
it’s essential to consider the unique characteristics of the English language. The idea that
enclitics in English tend to appear next to the main verb is accurate, but it’s not as rigid
as the rule in Czech. In Czech, enclitics must appear in the second syntactic slot, which
implies a more fixed position, whereas in English, the placement of auxiliary verbs and
pronouns can vary depending on sentence structure and context.
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Grammar Analyst A meticulous researcher who has studied the intricacies of languages and their grammatical structures, with a focus on comparing
and contrasting language features.

I agree with the English Language Teacher’s revised solution. The initial proposal tried to
apply the Czech rule to English, but the English language has its unique characteristics that
require a more nuanced approach. The revised solution accurately captures the flexibility
of English grammar, acknowledging that the placement of enclitics can vary depending on
sentence structure and context.

Turn 2

Llngulst A scholar specializing in Slavic languages, experienced in analyzing the grammatical structures of Czech and other languages.

I agree with the revised solution proposed by the English Language Teacher and the
Grammar Analyst. The revised solution accurately captures the flexibility of English
grammar and acknowledges that the placement of enclitics (auxiliary verbs and pronouns)
can vary depending on sentence structure and context. * The placement of enclitics in
English is not as rigid as in Czech, and their placement can vary depending on sentence
structure and context. * English sentence structure is more complex, including indirect
objects, passives, and compound verb forms, which can affect the placement of auxiliary
verbs and pronouns.

English Language Teacher an expert in teaching English grammar and language structures, familiar with the challenges of translating and
comparing languages like Czech.

While I understand the thought process behind the proposed solution, I think it’s essential
to consider the unique characteristics of the English language. The idea that enclitics in
English tend to appear next to the main verb is accurate, but it’s not as rigid as the rule in
Czech. In Czech, enclitics must appear in the second syntactic slot, which implies a more
fixed position, whereas in English, the placement of auxiliary verbs and pronouns can vary
depending on sentence structure and context. Additionally, the provided examples, while
correct in themselves, don’t fully demonstrate the complexity of English sentence structure.
For instance, consider sentences with indirect objects, passives, or compound verb forms,
where the placement of auxiliary verbs and pronouns can be more nuanced.

Grammar Analyst A meticulous researcher who has studied the intricacies of languages and their grammatical structures, with a focus on comparing
and contrasting language features.

I agree with the English Language Teacher’s revised solution. The initial proposal tried to
apply the Czech rule to English, but the English language has its unique characteristics that
require a more nuanced approach. The revised solution accurately captures the flexibility
of English grammar, acknowledging that the placement of enclitics can vary depending
on sentence structure and context. C) In an English sentence, enclitics (auxiliary verbs
and pronouns) tend to appear next to the main verb, usually before any other adverbs or
modifiers, but their placement can vary depending on sentence structure and context. |
believe this revised solution provides a more accurate and practical approximation of the
English language’s enclitic behavior, considering both the unique characteristics of English
and the complexity of sentence structure.
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Turn 3
LlngIIlSt A scholar specializing in Slavic languages, experienced in analyzing the grammatical structures of Czech and other languages.

The current solution accurately captures the flexibility of English grammar and acknowl-
edges that the placement of enclitics (auxiliary verbs and pronouns) can vary depending on
sentence structure and context. There’s no need to improve it further. The revised solution:
C) In an English sentence, enclitics (auxiliary verbs and pronouns) tend to appear next to
the main verb, usually before any other adverbs or modifiers, but their placement can vary
depending on sentence structure and context. is a clear and accurate representation of the
English language’s enclitic behavior.

English Language Teacher an expert in teaching English grammar and language structures, familiar with the challenges of translating and
comparing languages like Czech.

While I understand the thought process behind the proposed solution, I think it’s essential
to consider the unique characteristics of the English language. The idea that enclitics in
English tend to appear next to the main verb is accurate, but it’s not as rigid as the rule in
Czech. In Czech, enclitics must appear in the second syntactic slot, which implies a more
fixed position, whereas in English, the placement of auxiliary verbs and pronouns can vary
depending on sentence structure and context. Here’s a revised solution: C) In an English
sentence, enclitics (auxiliary verbs and pronouns) tend to appear next to the main verb,
usually before any other adverbs or modifiers, but their placement can vary depending on
sentence structure and context. What do you think?

Grammar Analyst A meticulous researcher who has studied the intricacies of languages and their grammatical structures, with a focus on comparing
and contrasting language features.

I agree with the English Language Teacher’s revised solution. The initial proposal tried to
apply the Czech rule to English, but the English language has its unique characteristics that
require a more nuanced approach. The revised solution accurately captures the flexibility
of English grammar, acknowledging that the placement of enclitics can vary depending on
sentence structure and context. The revised solution is an improvement over the initial pro-
posal because it takes into account the complexity of English sentence structure, including
indirect objects, passives, and compound verb forms, which can affect the placement of
auxiliary verbs and pronouns. Additionally, the revised solution provides a more accurate
description of the typical placement of enclitics in English sentences, namely next to the
main verb, usually before any adverbs or modifiers.

Result

Linguist final answer: C) In an English sentence, enclitics (auxiliary verbs and pronouns) tend to
appear next to the main verb, usually before any other adverbs or modifiers, but their placement
can vary depending on sentence structure and context.

English Language Teacher final answer: [UNKNOWN]

Grammar Analyst final answer: [UNKNOWN]

Linguist voted for answer from Linguist

English Language Teacher voted for answer from Linguist
Grammar Analyst voted for answer from Linguist
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G.4 Majority Consensus Discussion

In this discussion, the agents discussed only one round, as they already had a high enough agreement
score.

Overview

Task: Answer the following question. If the question is not answerable with the provided
information, write [UNKNOWN]’.

Input: What choir from the area has sung at the Guildhall?

Context: Southampton has two large live music venues, the Mayflower Theatre (formerly the
Gaumont Theatre) and the Guildhall. The Guildhall has seen concerts from a wide range of popular
artists including Pink Floyd, David Bowie, Delirious?, Manic Street Preachers, The Killers, The
Kaiser Chiefs, Amy Winehouse, Lostprophets, The Midnight Beast, Modestep, and All Time
Low. It also hosts classical concerts presented by the Bournemouth Symphony Orchestra, City of
Southampton Orchestra, Southampton Concert Orchestra, Southampton Philharmonic Choir and
Southampton Choral Society.

MALLM solution: Southampton Choral Society
Real solution: Southampton Philharmonic Choir

Tarn 1

Music Connoisseur (SOLUTION) A knowledgeable musician who is familiar with various music genres and has attended concerts at
the Guildhall.

As a Music Historian, I’ve been through the archives and checked the event schedules of
the Guildhall. According to my research, one of the choirs that has sung at the Guildhall
is... Southampton Choral Society!

Choir Conductor (AGREED) A dedicated choral conductor with extensive experience in leading local choirs and orchestras, familiar with
the performances at the Guildhall.

[AGREE] As a Choir Member of the Southampton Philharmonic Choir who has performed
at the Guildhall, I can confirm that the Southampton Choral Society is indeed one of the
choirs that have sung at the Guildhall. Our experiences have shown that we often share the
stage with the Southampton Choral Society during joint performances with orchestras and
other ensembles. So, I'm happy to confirm that Southampton Choral Society is a correct
answer.
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