
Do the Math: Making Mathematics
in Wikipedia Computable

Andr�e Greiner-Petter , Moritz Schubotz , Corinna Breitinger ,

Philipp Scharpf , Akiko Aizawa , and Bela Gipp

Abstract—Wikipedia combines the power of AI solutions and human reviewers to safeguard article quality. Quality control objectives

include detecting malicious edits, fixing typos, and spotting inconsistent formatting. However, no automated quality control mechanisms

currently exist for mathematical formulae. Spell checkers are widely used to highlight textual errors, yet no equivalent tool exists to

detect algebraically incorrect formulae. Our paper addresses this shortcoming by making mathematical formulae computable. We

present a method that (1) gathers the semantic information surrounding the context of each mathematical formulae, (2) provides

access to the information in a graph-structured dependency hierarchy, and (3) performs automatic plausibility checks on equations. We

evaluate the performance of our approach on 6,337 mathematical expressions contained in 104 Wikipedia articles on the topic of

orthogonal polynomials and special functions. Our system, LACAST, verified 358 out of 1,516 equations as error-free. LACAST

successfully translated 27% of the mathematical expressions and outperformed existing translation approaches by 16%. Additionally,

LACAST achieved an F1 score of .495 for annotating mathematical expressions with relevant textual descriptions, which is a significant

step towards advancing searchability, readability, and accessibility of mathematical formulae in Wikipedia. A prototype of LACAST and

the semantically enhanced Wikipedia articles are available at: https://tpami.wmflabs.org.

Index Terms—Mathematical information retrieval, presentation to computation translation, mathematical objects of interest, mathematical

representation transformation, computer algebra systems
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1 INTRODUCTION

LIKE many other knowledge base systems, Wikipedia enc-
odes mathematical formulae in a representational for-

mat similar to LATEX [1], [2], [3]. While this representational
format is simple to comprehend by readers possessing
the required mathematical training, an additional explicit
knowledge of the semantics associated with each expression
in a given formula, could make mathematical content in
Wikipedia even more explainable, unambiguous, and most
importantly, machine-readable. Additionally, making math
machine-readable can allow even visually impaired individ-
uals to receive a semantic description of the mathematical

content. Finally, and crucially, moderating and curating
mathematical content in a free and community-driven ency-
clopedia like Wikipedia, is more time-consuming and error-
prone without explicit access to the semantics of a formula.
Wikipedia currently uses theObjective Revision Evaluation Ser-
vice (ORES) to predict the damaging or good faith intention of
an edit using multiple independent classifiers trained on dif-
ferent datasets [4]. The primarymotivation behindORESwas
to reduce the overwhelmingworkload of content moderation
with machine learning classification solutions. Until now, the
ORES system applies no special care tomathematical content.
Estimating the trustworthiness of an edit in a mathematical
expression is significantly more challenging for human cura-
tors and almost infeasible for AI classification models due to
the complex nature ofmathematics.

This paper proposes a semantification and translation
pipeline that makes the math in Wikipedia computable via
Computer Algebra Systems (CAS). CAS, such as Maple [5]
and Mathematica [6], are complex mathematical software
tools that allow users to manipulate, simplify, plot, and
evaluate mathematical expressions. Hence, translating
mathematics in Wikipedia to CAS syntaxes enables auto-
matic numeric and symbolic verification checks on complex
mathematical equations [7], [8]. Integrating such verifica-
tions into the existing ORES system can significantly reduce
the overload of moderating mathematical content and
increasing credibility in the quality of Wikipedia articles at
the same time [9]. Since such a translation is context-sensi-
tive, we also propose a semantification approach for the
mathematical content. This semantification uses unambigu-
ous semantic LATEX macros [10] from the Digital Library of
Mathematical Functions (DLMF) [11] and noun phrases
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from the textual context to semantically annotate math for-
mulae. The semantic encoding in the DLMF provides addi-
tional information about the components of a formula, the
domain, constraints, links to definitions, and improves
searchability and discoverability of the mathematical con-
tent [10], [12]. Our semantification approach enables the fea-
tures from the DLMF for mathematics in Wikipedia. Fig. 1
provides an example vision of our semantic annotations
and verification results in Wikipedia [3]. Head et al. [13]
recently evaluated that providing readers information on
the individual elements in mathematical expressions on-
site [14], [15], such as shown in Fig. 1, can significantly sup-
port users of all experience levels to read and comprehend
articles more efficiently.

Mathematics is not a formal language. Its interpretation
heavily depends on the context, e.g., pðxþ yÞ1 can be inter-
preted as amultiplicationpxþ py or the number of primes less
than or equal to xþ y. CAS syntaxes, on the other hand, are
unambiguous content languages. Therefore, the main chal-
lenge to enable CAS verifications for mathematical formulae in
Wikipedia is a reliable translation between an ambiguous, con-
text-dependent format and an unambiguous, context-free CAS
syntax.Hence, we derive the following research question:

What information is required to translate mathematical
formulae from natural language contexts to CAS and
how can this information be extracted?

In this paper, we present the first context-dependent
translation from mathematical LATEX expressions to CAS,
specifically Maple and Mathematica. We show that a combi-
nation of nearby context analysis (extraction of descriptive
terms) and a list of standard notations for common func-
tions provide sufficient semantic information to outperform
existing context-independent translation techniques, such
as CAS internal LATEX import functions. We achieve reliable
translations in a four-step augmentation pipeline. These
steps are: (1) pre-processing Wikipedia articles to enable
natural language processing on it, (2) constructing an anno-
tated mathematical dependency graph, (3) generating
semantic enhancing replacement patterns, and (4) perform-
ing CAS-specific translations (see Fig. 2). In addition, we
perform automatic symbolic and numeric computations on
the translated expressions to verify equations from Wikipe-
dia articles [7], [8]. We show that the system is capable of
detecting potential errors in mathematical equations in

Wikipedia articles. Future releases could be integrated into
the ORES system to reduce vandalism and improve trust in
mathematical articles in Wikipedia. We demonstrate the
feasibility of the translation approach on English Wikipedia
articles and provide access to an interactive demo of our
LaTeX to CAS translator (LACAST)2.

For the evaluation of the translations, we focus on the
sub-domain of orthogonal polynomials and special func-
tions (OPSF). OPSF are generally well-supported by gen-
eral-purpose CAS [16], which allows us to estimate the full
potential of our proposed translation and verification pipe-
line. Since CAS syntaxes are programming languages, one
has the option to add new functionality to a CAS, such as
defining a new function. Defining new functions in CAS,
however, can vary significantly in complexity. While trans-
lating a generic function like fðxÞ :¼ x2 is straightforward,
defining the prime counting function from above could be
very complex. If a function is explicitly declared in the CAS,we
call a translation to that function direct. General mathematics
often does not have suchdirect translations. For example, trans-
lating the generic function fðxÞ is meaningless without consid-
ering the actual definition of fðxÞ. Hence, we first focus on
translations of OPSF, which often have direct translations to
CAS. In addition, OPSF are highly interconnected, i.e., many
OPSF can be expressed (or even defined) in terms of other
OPSF. One of the main tasks for our future work is to support
more non-direct translations enabling our LACAST to handle
more generalmathematics.

This paper is structured as follows. In Section 2, we pres-
ent our pipeline and discuss each of the augmentation steps
for mathematical objects. In Section 3, we evaluate our pro-
posed pipeline on Wikipedia articles. Section 4 analyzes
and discusses possible solutions for the remaining issues.

1.1 Related Work

Our proposed pipeline tangents several well-known tasks
fromMathIR, namely descriptive entity recognition formathe-
matical expressions [15], [17], [18], [19], [20], math tokeniza-
tion [21], [22], math dependency recognition [23], [24], and
automatic verification [7], [8]. Existing approaches to translate
mathematical formulae from presentational languages, e.g.,
LATEX orMathML, to content languages, e.g., contentMathML
or CAS syntax, do not analyze the context of a formula [24],
[25], [26]. Hence, existing approaches to translate LATEX to
CAS syntaxes are limited to simple arithmetic expressions [26]
or require manual semantic annotations [24]. Some CAS, such
as Mathematica, support LATEX imports. Those functions fall
into the first category [26] and are limited to rather simple
expressions. A semantic annotation, on the other hand, can be
directly encoded in LATEX via macros and allows for transla-
tions of more complex formulae. Miller et al. [10] developed a
set of the previouslymentioned semanticmacros that link spe-
cific mathematical expressions with definitions in the
DLMF [11]. The manually generated semantic data from the
DLMF [12] was successfully translated to and evaluated by
CASwith our proposed frameworkLACAST [7], [16]. Therefore,
our translation pipeline contains two steps: First, the semantic
enhancement process towards the semantic LATEX dialect used
by the DLMF. Second, the translation from semantic LATEX to

Fig. 1. Mathematical semantic annotation in Wikipedia.

1. In the following, we use this color coding for examples to easily
distinguish them from other mathematical content in this paper. 2. https://tpami.wmflabs.org [Accessed 09/15/2021]
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CAS via LACAST. In this paper, we focus on the first step. The
second phase is largely covered by [7], [8], [16].

2 METHODOLOGY

First, we will introduce an abstract formalized concept for
our translation approach followed by a detailed technical
explanation of our system. Inspired by the pattern-matching
translation approaches in compilers [27], we introduce a
translation on mathematical expressions as a sequence of
tree transformations. In the following, we mainly distin-
guish between two kinds of mathematical languages: pre-
sentational languages LP , such as LATEX

3 or presentation
MathML4, and content languages LC , such as content
MathML, OpenMath [28], or CAS syntaxes [5], [6]. Elements
of these languages are often referred to as symbol layout
trees for e 2 LP or operator trees for e 2 LC [29]. Then we
call a context-dependent translation t : LP �X ! LC with
t 7! tðe;XÞ appropriate if the intended semantic meaning of
e 2 LP is the same as tðe;XÞ 2 LC . We further define the
context X of an expression e as a set of facts from the docu-
ment D the expression e appears in and a set of common
knowledge facts K so that facts from the document may
overwrite facts from the common knowledge set

X :¼ ffjf 2 D [ K ^ ðf 2 K ) f =2 DÞg: (1)

A fact f is a tuple ðMOI;MCÞ of a Mathematical Object of
Interest (MOI) [24] and a Mathematical Concept (MC). An
MOIm refers to a meaningful mathematical object in a docu-
ment and the MC uniquely defines the semantics of that
MOI. In particular, from the MC of an MOI m, we derive a
semantic enhanced version em of m so that em 2 LC . Hence,
from f , we derive a graph transformation rule rf ¼ m ! em
and define gfðeÞ as the application e)

rf
~ewith e 2 LP ; ~e 2 LC .

We split the translation tðe; XÞ into two steps, a
semantification tsðe;XÞ and a mapping tmðeÞ step. The

semantification tsðe; XÞ transforms all subexpressions
�e � e that are not operator trees, i.e., �e 2 LP n LC , to oper-
ator tree representations ~�e 2 LC . In the following, we
presume that these subexpressions �e are MOI so that we can
derive ~�e from a fact f 2 X. Then we define the semantifica-
tion step as the sequence of fact-based graph transformations

tsðe;XÞ :¼ gf1 � � � � � gfnðeÞ; (2)

with fk 2 X; k ¼ 1; . . . ; n. Again, we call a graph transforma-
tion gðeÞ appropriate if the intended semantics of the expres-
sion e and its transformation gðeÞ are the same. Further, we
call tsðe;XÞ complete if all subexpressions e0 � tsðe;XÞ are in
LC and incomplete otherwise. Note that graph transforma-
tions are not commutative, i.e., there could be f1; f2 2 X so
that gf1 � gf2ðeÞ 6¼ gf2 � gf1ðeÞ.

The mapping step tmðeÞ is a sequence of applications on
graph transformation rules that replace a node (or subtree) with
the codomain-specific syntax version of the node (or subtree).
Hence, the mapping step is a context-independent translation
tm : LC1

! LC2
withLC1

;LC2
� LC and a fixed rule setRC1

C2
so

that rk ¼ LC1
! LC2

for rk 2 RC1
C2
; k ¼ 1; . . . ; n. Thenwedefine

tmðeÞ :¼ gr1 � � � � � grnðeÞ: (3)

Note that tmðeÞ ignores subexpressions �e � e that are not in
LC . For CAS languages LM � LC , certain subtrees of an
expression ~e � e 2 LP are operator trees in the target lan-
guage, ~e 2 LM . Hence, we call tmðeÞ complete, if all e0 � e
with e0 2 LC1

n LC2
were transformed to LC2

. Note that a
complete tmðeÞ is not necessarily appropriate because such
an e 2 LP \ LC could have a different semantic meaning in
LP and LC (see the p example from the introduction). For a
given target CAS language LM � LC , a set of rules RC

M , and
a contextX, we define the two step translation process as

tðe;XÞ :¼ tmðtsðe;XÞÞ: (4)

We call tðe;XÞ complete if tsðe;XÞ and tmðeÞ are complete
and appropriate.

Fig. 2. The workflow of our context sensitive translation from LATEX to CAS syntax.

3. https://www.latex-project.org/ [Accessed 06/29/2021]
4. https://www.w3.org/TR/MathML3/ [Accessed 06/29/2021]
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Splitting the translation tðe;XÞ into these two steps has the
advantage ofmodularity. Considering an appropriate and com-
plete semantification, we can translate an expression e to any
context language LM � LC by using a different set of rulesRC

M

for tmðeÞ. In previous research, we developed LACAST [16], [30]
as an implementation of tmðeÞ between the content languages
semantic LATEX [12] (the semantic enhanced LATEX used in the
DLMF) and theCAS syntaxes ofMaple andMathematica. Tech-
nically, semantic LATEX is simply normal LATEX, where specific
subexpressions are replaced by semantic enhanced macros. In
this paper, we extendLACAST to identify the subexpressions that
can be replacedwith these semantic LATEXmacros. This seman-
tification is our first translation step tsðe;XÞ. The results tsðe;XÞ
are in semantic LATEX which is in LC . For the second step (the
mapping), we rely on the original LACAST implementation (from
semantic LATEX to CAS syntaxes) for tmðeÞ and presume that
tmðeÞ is complete and appropriate [7], [8].

To perform a complete and appropriate semantification,
we need to solve three remaining issues. First, how can we
derive sufficiently many facts from a document f 2 D so that
the transformation rules rf are appropriate and the semantifi-
cation tsðe;XÞ is appropriate and complete? Second, since the
transformation rules are not commutative, a different order of
facts may result in an inappropriate semantification tsðe;XÞ.
Hence, we need to develop a fact-ranking rkðfÞ so that the
sequence of transformations is performed in an appropriate
order. Third, how can we determine if a translation was
appropriate and complete? There is no general solution avail-
able to determine the intended semantic information of an
expression e 2 LP . In turn, it is probably impossible to cer-
tainly determine if a translation is appropriate for general
expressions. Therefore, we propose different evaluation
approaches that allow automatically verifying the appropri-
ateness and completeness of a translation. We performed the
same evaluation approaches on the manually annotated
semantic LATEX sources of the DLMF and successfully identi-
fied errors in the DLMF and the two CAS Maple and Mathe-
matica [7], [8]. Hence, we presume the same technique is
appropriate to detect errors in Wikipedia too. In addition to
these verification evaluations, we perform a manual evalua-
tion on a smaller test set for a qualitative analysis.

The number of facts (transformation rules) that we derive
from a document D is critical. A low number of transforma-
tion rules may result in an incomplete translation. On the
other hand, too many transformation rules may increase the
number of false positives and result in an inappropriate
transformation. To solve this issue, we propose a depen-
dency graph of mathematical expressions containing the
MOI of a document as nodes. A dependency in this graph
describes the subexpression relationship between two MOI.
We further annotate each MOI with textual descriptions
from the surrounding context. We interpret these descrip-
tions as references to the mathematical concepts MC that
defines the MOI and rank each description according to dis-
tance and heuristic measures. Since MOI are often composi-
tions of other MOI, the dependencies allow us to derive
relevant facts for an expression e from the subexpressions
e0 � e. To derive a semantically enhanced version em for an
MOI m, we use the semantic macros from the DLMF. Each
semantic macro is a semantically enhanced version em of a
standard representational m. To derive relevant semantic

macros, i.e., transformation rules, we search for the semantic
macro’s description that matches theMC of the facts. In turn,
we have a large number of ranked facts with the same MOI
m and a ranked list of transformation rules r1; . . . ; rn for each
fact f . The rankings allowus to control the number and order
of the graph transformation gfrðeÞ in tsðe;XÞ. In turn, the
annotated dependency graph should solve the mentioned
issues one and two. The pipeline is visualized in Fig. 2. The
rest of this section explains the pipeline in more detail. The
third issue, i.e., determining the appropriateness and com-
pleteness of a translation is discussed in Section 3.

Example. Consider the example from the introduction
pðxþ yÞ in a document D that describes pðxÞ as the
prime counting function. Hence, we derive the fact f ¼
ðpðxÞ; prime counting functionÞ 2 D. In our dependency
graph, pðxþ yÞ depends on pðxÞ. Hence, we derive the same
fact f for pðxþ yÞ. Based on this fact, we find a function in
the DLMF described as ‘the number of primes not exceeding
x’ which uses the semantic macro nnprimes@fxg and the pre-
sentation pðxÞ. Hence, we derive the transformation rule

rf ¼ npiðv1Þ ! nnprimes@fv1g; (5)

where v1 is a wildcard for variables. For simplicity reasons,
this example only derived a single transformation rule rf
rather than an entire set of ranked rules and facts as described
above. LACAST defines a translation rule r1 2 RC

Mathematica for
this function to PrimePi ½x� and a rule r2 2 RC

Maple to pi ðxÞ in
Maple5, respectively. Hence, the translation to Mathematica
would be performed via r1 as

tðnpiðxþ yÞ;XÞ ¼ tmðtsðnpiðxþ yÞ;XÞÞ (6)

¼ gr1ðgfðnpiðxþ yÞÞÞ (7)

¼ gr1ðnnprimes@fxþ ygÞ (8)

¼ PrimePi½xþ y�: (9)

Note that the subexpression xþ y was not transformed by
gfðeÞ nor by gr1ðeÞ, because xþ y 2 LM \ LP . This transla-
tion is complete and appropriate.

2.1 Document Pre-Processing

For extracting the facts from a documentD, we need to iden-
tify all MOI and MC. In previous research [15], we have
shown that noun phrases can represent definiens of identi-
fiers. Hence, we presume noun phrases are good candidates
for MCs too. To properly extract noun phrases, we use
CoreNLP [31] as our Part-of-Speech (POS) tagger [32]. Since
CoreNLP is unable to parse mathematics, we replace all
math by placeholders first. In a previous project [19], we
proposed a Mathematical Language Processor (MLP) that
replaces mathematical expressions with placeholders. Occa-
sionally, this approach yields wrong annotations. For exam-
ple, CoreNLP may tag factorial or polynomial as adjectives
when a math token follows, even in cases where they are
clearly naming mathematical objects6. However, the MLP
approachworks reasonably well inmost cases.

5. Maple requires to pre-load the NumberTheory package.
6. For example, ‘The Jacobi polynomial MATH_1 is an orthogonal

polynomial.’ Both ‘polynomial’ tokens in this sentence are tagged as JJ
(Adjective) with CoreNLP version 4.4.0.
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Since Wikipedia articles are written in Wikitext, we use
Sweble [33] to parse an article, replace MOI with placehold-
ers, remove visual templates, and generate a plain text ver-
sion of an article. Wikipedia officially recommends encoding
in-line mathematics via templates that do not use LATEX
encoding. In addition, sinceWikipedia is community-driven,
many mathematical expressions are not properly annotated
as such. Thismakes it challenging to detect allMOI in a given
document. For example, the Jacobi polynomial article7 con-
tains several formulae that do not use the math template nor
the <math> tag (for LATEX), such as the single identifier ‘x’
and the UTF-8 character sequences � < 0, ½�; ffpigg 	 ��,
and 0 
 f 
 4ffpigg. As an approach to detect such errone-
ous math, we consider sequences of symbols with specific
Unicode properties as math. This includes the properties Sm
for math symbols, Sk for symbol modifier, Ps, Pe, Pd, and
Po for several forms of punctuation and brackets, and Greek

for Greek letters. In addition, single letters in italic, e.g., ‘x’,
are interpreted as math as well, which was already success-
fully used by MLP. Via MLP we also replace UTF-8 charac-
ters by theirTEX equivalent. In the end, the erroneous UTF-8
encoded sequence 0 
 f 
 4{{pi}} is replaced by
0 \leq \phi \leq 4pi and considered as a single MOI.
Using this approach, we detect 27 math-tags, 11 math-tem-
plates (including one numblk), and 13 in-line mathematics
with erroneous annotations in the Jacobi polynomials article.
The in-line math contains six single italic letters and seven
complex sequences. In one case, the erroneous math was
given in parentheses and the closing parenthesis was falsely
identified as part of the math expression. Every other detec-
tion was correct. In the future, more in-depth studies can be
applied to improve the accuracy of in-line math detection in
Wikitext [34], [35].

2.2 Annotated Dependency Graph Construction

Retrieving the correct noun phrase (i.e., MC) that correctly
describes a singleMOI ismost likely infeasible. Instead,wewill
retrieve multiple noun phrases for each MOI and try to rank
them accordingly. In the following, we construct a mathemati-
cal dependency graph forWikipedia articles in order to retrieve
as many relevant noun phrases for an MOI as possible. As we
havediscussed in an earlier project [23], there aremultiple valid
options to construct a dependency graph. We decided to use
the Part-of-Math (POM) tagger [22] to generate parse trees
from LATEX expressions to build a dependency graph. The
POM tagger lets us establish dependencies by comparing anno-
tated, semantic parse trees. Since the POM tagger aims to dis-
ambiguate mathematical expressions in the future, the
accuracy of our new dependency graph directly scales with an
increasing amount of semantic information available to the
POM tagger. In addition, the more the POM tagger is able to
disambiguate expressions, the more subexpressions �e � e 2
LP are already in our target language �e 2 LM . Our translator
LACAST also relies on the parse tree of the POM tagger [16], [30].
Technically, this allows us to feed LACAST directly with addi-
tional semantic information via manipulating the parse tree
from the POM tagger. For example, consider the expression
aðbþ cÞ. In general, LACASTwould interpret the expression as a

multiplication between a and ðbþ cÞ, as most conversion tools
would [26]. However, we can easily tag the first token a as a
function in the parse tree and thereby change the translation
accordingly without further programmatic changes. In the fol-
lowing, we only work on the parse tree of the POM tagger,
which can be considered as part ofLP .

To establish dependencies between MOI, we introduce the
concept of a mathematical stem (similar to ‘word stems’ in nat-
ural languages) that describes the static part of a function that
does not change, e.g., the red tokens inGðxÞ orP ða;bÞ

n ðxÞ. Mathe-
matical functions often have a unique identifier as part of the
stem that represents the function, such as GðxÞ or P ða;bÞ

n ðxÞ.
The identification of a stem of anMOI, however, is already con-
text-dependent. As our introduction example of pðxþ yÞ
shows, the location of the stem depends on the identification of
pðxþ yÞ as the prime counting function. At this point in our
pipeline, we lack sufficient semantic information about the
MOI to identify the stem.On the other hand, a basic logic is nec-
essary to avoid erroneousMOIdependencies.We apply the fol-
lowing heuristic for an MOI dependency: (i) at least one
identifier must match in the same position in bothMOI and (ii)
this identifier is not embraced by parenthesis. Now, we replace
every identifier in an MOI m1 by a wildcard that matches a
sequence of tokens or entire subtrees. If this pattern matches
anotherMOIm2 and thematch obeys our heuristics (i) and (ii),
we saym2 depends onm1 and define a directed edge fromm1

to m2 in the graph. With the second heuristic, we avoid a
dependency betweenGðxÞ and pðxÞ (since x fulfill the first heu-
ristic but not the second). In the future, it would be worthwhile
to study more heuristics on MOI to identify the stem via
machine learning algorithms. Amore comprehensive heuristic
analysis is desirable, since not every functionhas aunique iden-
tifier in the stem, e.g., the Pochhammer’s symbol ðxÞn. Exam-
ples of dependencies between MOI can be found in the
supplementary material, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TPAMI.2022.3195261, and on our demopage.

In addition to the new concept for addressing math
stems, we also changed our approach for definition detec-
tion. Previously [23], we presumed that every equation
symbol declares a definition for the left-hand side expres-
sion. This would have a significant impact on the translation
to CAS. Further, definitions must be translated differently
compared to normal equations. Currently, there is no reli-
able approach available to distinguish an equation from a
definition. Existing approaches try to classify entire textual
sections in a document as definitions [20], [36], [37], [38] but
not a single formula. We will elaborate more on this matter
in Section 3.3. For now, we only consider an equation sym-
bol as a definition if it is explicitly declared as such via :¼ .

For annotating MOIs with textual descriptions, we first
used a support vector machine [18] and later applied dis-
tance metrics [15], [19], [39] between single identifiers and
textual descriptions. We were able to reach an F1 score of .36
for annotating single identifiers with textual descriptions.
Since we are working onmore complex, less overloaded [24],
MOI expressions now, we can presume an improvement if
we apply the same approach again. Hence, we used our latest
improvements [39] and applied some changes to annotate
MOI rather than single identifiers with textual descriptions
from the surrounding context. Originally, we considered only

7. https://en.wikipedia.org/wiki/Jacobi_polynomials [Accessed:
7/6/2021]
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nouns, noun sequences, adjectives followed by nouns, and
Wikipedia links as candidates of definiens (now MC) [15].
However, in the field of OPSF, such descriptions are generally
insufficient. Hence,we include connective possessive endings
and prepositions between noun phrases (see supplementary
materials, available online, for further details).

Originally [15], we scored an identifier-definiens pair
based on (1) the distance between the current identifier and its
first occurrence in the document, (2) the distance (shortest
path in the parse tree) between the definiens and the identi-
fier, and (3) the distribution of the definiens in the sentence.
We adopt this scoring technique for MOI and MC with slight
adjustments. For condition (2), we declare the first noun in an
MC as the representative token in the natural language parse
tree. Therefore, (2) uses the shortest path between anMOI and
the representative token in the parse tree. For condition (1),
we need to identify the locations ofMOIs throughout an entire
document. Our dependency graph allows us to track the loca-
tion of an MOI in the document. Hence, (1) calculates the dis-
tance of an MOI and its first occurrence isolated or as a
dependent of another MOI in the document. In addition, we
set the score to 1 if a combination of MOI and noun phrases
match the patterns NP MOI or MOI (is|are) DT? NP. These
basic patterns have been proven to be very effective in previ-
ous experiments for extracting descriptions of mathematical
expressions [18], [19], [23], [39]. We denote the final score of a
fact f , i.e., of anMOI andMCpair, with sMLPðMOI;MCÞ.

2.3 Semantic Macro Replacement Patterns

Now,wederive a rule rf for a fact f so that theMOIm 2 LP can
be replaced by a semantic enhanced version em 2 LC of it. The
main issue is that we are still unable to identify the stems of a
formula. Considerwe have theMOIP ða;bÞ

n ðzÞ identified as Jacobi
polynomial. How do we know the stem of a Jacobi polynomial
and that n, a, b, and z are parameters and variables? For an
appropriate translation,we even need to identify the right order
of these arguments. There are two approaches, (i) we identify
the definition of the formula in the article or (ii) we lookup a
standard notation. The first approach works because with the
definition, we can deduce the stem of a function by identifying
which identifiers of the function are reused in the definition. For
example, in Fig. 1, we see that n, a, b, and z appear in the defini-
tion of the Jacobi polynomial but notP . Hence,we can conclude
that the stem of the Jacobi polynomial must be P ða;bÞ

n ðxÞ. There
are two remaining issueswith this approach. First, what if a def-
initiondoes not exist in the same article? This happens relatively
often for OPSF, since OPSF are well established with more or
less standard notation styles. Second, as previously pointed out,
we cannot distinguish definitions from normal equations yet.
As long as there is no reliable approach to identify definitions,
approach (i) is infeasible. As a workaround, we focus on
approach (ii) and leave (i) for future work.

In order to get standard notations and derive patterns of
them, we use the semantic macros in the DLMF [10], [12]. A
semantic macro is a semantically enhanced LATEX expression
that unambiguously describes the content of the expression.
Hence, we can interpret a semanticmacro as an unambiguous
operator subtree em 2 LC . The rendered version of the macro
(i.e., the normal LATEX version) is in a presentational format
m 2 LP . Hence, we can derive a fact-based rule rf ¼ m ! em
by finding the appropriate semantic macro for a givenmathe-
matical description (the MC in a fact f). The DLMF defines
more than 600 different semantic macros for OPSF. A single
semantic macro may produce multiple rendered forms, e.g.,
by omitting the parentheses around the argument in sinx.
This allows for fine controlling the visualization of the formu-
lae. Table 1 contains the four different versions for the general
hypergeometric function (controlled by the number of @s).
The last version (without variables and no @ symbol) is a spe-
cial case, which never appears in the DLMF. However, every
semantic macro is also syntactically valid without arguments.
Note also that not every version visualizes all information
that is encoded in a semantic macro. For example, \genhy-
perF{2}{1}@@@{a,b}{c}{z} omits the variables a, b, and
c. Table 1 also shows the LATEX for each version of the macro.
By replacing the arguments with wildcards, we generate a
LATEX patternm that defines a rulem ! em. If the LATEX omits
information, we fill the missing slots of em with the default
arguments denoted in the definitions of the semantic macros.
For example, the default arguments for the general hypergeo-
metric function are p and q for the parameters and a1; . . . ; ap,
b1; . . . ; bq, and z for the variables. Hence, the last version in
Table 1 fills up the slots for the variables with these default
arguments (given in gray). In addition, the default arguments
from the DLMF definitions also tell us if the argument can be
a list, i.e., it may contain commas. Hence, we allow the two
wildcards for the first two variables var1 and var2 to match
sequences with commas while the other wildcards are more
restrictive and reject sequenceswith commas.

Since every semantic macro in the DLMF has a description,
we can retrieve semantic macros and also the replacement
rule rf , by using the annotations in the dependency graph as
search queries. Currently, every fact has an MLP score
sMLPðfÞ. But for each fact, we may retrieve multiple replace-
ment patterns depending on how well the noun phrase (the
MC) matches semantic macro description in the DLMF. To
solve this issue, we develop a cumulated ranking for each fact
rkðfÞ. The first part of the ranking is the MLP score sMLPðfÞ
that ranks the pair of MOI and description MC. Second, we
index all DLMF replacement patterns in an Elasticsearch (ES)8

database to search for a semantic macro for a given descrip-
tion. ES uses the BM25 score to retrieve relevant semantic

TABLE 1
Mappings and Likelihoods for the Semantic LATEXMacro of the General Hypergeometric Function in the DLMF

Prob. Semantic Macro LaTeX Rendered Form

19:7% \genhyperF{par1}{par2}@{var1}{var2}{var3} {}_{par1}F_{par2}(var1; var2; var3) 2F1ða; b; c; zÞ
80:3% \genhyperF{par1}{par2}@@{var1}{var2}{var3} {}_{par1}F_{par2}({var1 \atop var2};var3) 2F1

�
c
a;b;z

�
0:0% \genhyperF{par1}{par2}@@@{a_1,\dots,a_p}{b_1,\dots,b_q}{var3} {}_{par1}F_{par2}(var3) 2F1ðzÞ
0:0% \genhyperF{par1}{par2}@{a_1,\dots,a_p}{b_1,\dots,b_q}{z} {}_{par1}F_{par2} 2F1

8. https://github.com/elastic/elasticsearch [09/01/2021]
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macros for a given query. Hence, the second component of the
ranking function is the ES score (normalized over all retrieved
hits) for a retrieved semantic macro em and the given descrip-
tion MC: sESðfÞ. Lastly, every semantic macro em has multiple
rendered forms, of which some are more frequently used than
others in the DLMF, see the probability in Table 1. Hence, we
score a rule rf ¼ m ! em based on its likelihood of use in the
DLMF. We counted the different versions of each semantic
macro in the DLMF to calculate the likelihood of use. The last
two replacement patterns in the Table (the ones omitting infor-
mation) never appear in the DLMF and have a probability of
0%. We denote this score as sDLMFðrfÞ. The ranking for a fact
rkðfÞ is simply the average over the three components
sMLPðfÞ, sESðfÞ, and sDLMFðrfÞ.

SinceLACASTwas specifically developed for the semantics of
theDLMF, it is not aware of generalmathematical notation con-
ventions. We fixed this issue by defining rules as part of the
common knowledgeK set of facts.We rank facts fromK higher
compared to facts from the article A to perform common
knowledge pre-processing transformations prior to the facts
derived from the article. Note that we do not presume that the
following rules are always true. However, in the context of
OPSF, we achieved better results by activating them by default
and, if applicable, deactivating them for certain scenarios. This
includes that p is always interpreted as the constant, e is Euler’s
number if e is followed by a superscript (power) at least once in
the expression, i is the imaginary unit if it does not appear in a
subscript (index), g is the Euler-Mascheroni constant if the
terms Mascheroni or Euler exists in any f 2 A. Note that these
heuristics are consistent in an equation, i.e., i is never both an
index and the imaginary unit within one equation. Further, we
add rules for derivative notations, such as dy

dxwhere y is optional
and d can be followed by a superscriptwith a numeric value. In
addition,LACAST presumes \difff:g (e.g., for dx) after integrals
indicating the end of the argument of an integral. Hence, we
search for d or d followed by a letter after integrals to replace it
with \difff:g (see [8] for a more detailed discussion on this
approach). Finally, a letter preceding parenthesis is tagged as a
function in the parse tree, if the expression in parenthesis
contains commas or semicolons or it does not contain arithme-
tic symbols, such as þ or 	. Note that once a symbol is identi-
fied as a function following this rule, it is tagged as such
everywhere, regardless of the local situation. For example, in
fðxþ pÞ ¼ fðxÞwewould tag f as a function even though the
first part fðxþ pÞ violates the mentioned rule. As previously
mentioned, this changes the translation from f � ðxþ PiÞ in
Mathematica to f½xþ Pi�. We provide a detailed step-by-step
example of the translation pipeline and an interactive demo at:
https://tpami.wmflabs.org.

3 EVALUATION

Resulting from ourmotivation - improvingWikipedia articles
- we choose Wikipedia for our test dataset. More specifically,
we considered every EnglishWikipedia article that references
to the DLMF via the ffdlmfgg template9. This should limit the
domain to OPSF problems that we are currently examining.
The English Wikipedia contains 104 such pages, of which

only one page did not contain any formula (Spheroidal wave
function)10. For the entire dataset (the remaining 103 Wikipe-
dia pages), we detected 6,337 formulae in total (including the
previouslymentioned erroneousmath).

One of our initial three issues still remains unsolved: how
can we determine if a translation was appropriate and com-
plete whenwe do not know the intended semanticmeaning of
an expression e 2 LP ? In natural languages, the BLEU
score [40] is widely used to judge the quality of a translation.
The effectiveness of the BLEU score, however, is questionable
when it comes to math translations due to the complexity and
high interconnectedness of mathematical formulae. Consider,
a translation of the arccotangent function arccotðxÞ was per-
formed to arctanð1=ðxÞÞ in Maple. This translation is correct
and even preferred in certain situations to avoid issues with
so-called branch cuts (see [16, Section 3.2]). Previously, we
developed a new approach that relies on automatic verifica-
tion checks with CAS [7], [8] to verify a translation. This
approach is very powerful for large datasets. However, it
requires a large and precise amount of semantic data about
the involved formulae, including constraints, domains, the
position of branch cuts, and other information to reach high
accuracy. In turn, we perform this automatic verification on
the entire 103 Wikipedia pages but additionally created a
benchmark dataset with 95 entries for qualitative analysis. To
avoid issues like with the BLEU score, wemanually evaluated
each translation of the 95 test cases.

3.1 Symbolic and Numeric Testing

The automatic verification approach makes the assumption
that a correct equation in the domain must remain valid in the
codomain after a translation. If the equation is incorrect after a
translation,we conclude a translation error. Previously [7], [8],
we examined two approaches to verify an equation in a CAS.
The first approach tries to symbolically simplify the difference
of the left- and right-hand sides of an equation to zero. If the
simplification returned zero, the equation was symbolically
verified by the CAS. Symbolic simplifications of CAS, how-
ever, are rather limited andmay even fail on simple equations.
The second approach overcomes this issue by numerically cal-
culating the difference between the left- and right-hand sides
of an equation on specific numeric test values. If the difference
is zero (or below a given threshold due to machine accuracy)
for every test calculation, the equivalence of an equation was
numerically verified. Clearly, the numeric evaluation
approach cannot prove equivalence. However, it can prove
disparity and therefore detect an error due to the translation.

We found that the translations by LACAST [16] were so reli-
able that the combination of symbolic and numeric evalua-
tions was able to detect errors in the domain library (i.e., the
DLMF) and the codomain systems (i.e., the CAS Maple and
Mathematica) [7], [8]. Unfortunately, the number of false
positives, i.e., correct equations that were not verified sym-
bolically nor numerically, is relatively high. The main reason
is unconsidered semantic information, such as constraints
for specific variables or the position of branch cuts. Uncon-
sidered semantic information causes the system to test
equivalence on invalid conditions, such as invalid values,

9. Templates in Wikitext are placeholders for repetitive information
which get resolved by Wikitext parsers. The DLMF-template, for exam-
ple, adds the external reference for the DLMF to the article.

10. Retrieved from https://en.wikipedia.org/wiki/Special:
WhatLinksHere by searching for Template:Dlmf [accessed 01/01/2021]
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and therefore yields inequalities between the left- and right-
hand sides of an equation even though the source equation
and the translation were correct. Nonetheless, the symbolic
and numeric evaluation approach proofs to be very useful
also for our translation system. It allows us to quantitatively
evaluate a large number of expressions in Wikipedia. In
addition, it enables continuous integration testing for mathe-
matics in Wikipedia article revisions. For example, an equa-
tion previously verified by the system that fails after a
revision could indicate a poisoned revision of the article.
This automatic plausibility check might be a jump start for
theORES system to bettermaintain the quality ofmathemati-
cal documents [9]. For changes in math equations, ORES
could trigger a plausibility check through our translation
and verification pipeline and adjust the score of good faith
of damaging an edit accordingly. A more comprehensive
explanation about the automatic evaluation pipeline is given
in the supplementarymaterials, available online.

3.2 Benchmark Testing

To compensate for the relatively lownumber of verifiable equa-
tions in Wikipedia with the symbolic and numeric evaluation
approach, we crafted a benchmark test dataset to qualitatively
evaluate the translations. This benchmark includes a single
equation (the formulae must contain a top-level equality sym-
bol11, no \text, and no \colormacros) randomly picked from
each Wikipedia article from our dataset. For eight articles, no
such equationwas detected. Hence, the benchmark contains 95
test expressions. For each formula, we marked the extracted
descriptive terms as irrelevant (0), relevant (1), or highly rele-
vant (2), and manually translated the expressions to semantic
LATEX and toMaple andMathematica. If the formula contained
a function for which no appropriate semantic macro exists, the
semantic LATEX equals the generic (original) LATEX of this func-
tion. In 18 cases, even the human annotator was unable to
appropriately translate the expressions to the CAS, which
underlines the difficulty of the task. Themain reason for aman-
ual translation failure was missing information (the necessary
information for an appropriate translation was not given in the
article) or it contained elements forwhich an appropriate trans-
lation was not possible, such as contour integrals, approxima-
tions, or indefinite lists of argumentswith dots (e.g., a1; . . . ; an).
Note that the domain of orthogonal polynomials and special
functions is a well-supported domain for many general-pur-
pose CAS, like Maple and Mathematica. Hence, in other
domains, such as in group, number, or tensor field theory, we
can expect a significant drop of human-translatable expres-
sions12. SinceMathematica is able to import LATEX expressions,
we use this import function as a baseline for our translations to
Mathematica. We provide full access to the benchmark via our
demo website and attached an overview to the supplementary
materials, available online.

3.3 Results

First, we evaluated the 6,337 detected formulae with our auto-
matic evaluation via Maple and Mathematica. Table 3 a shows

an overview of this evaluation. With our translation pipeline,
we were able to translate 72:6% of mathematical expressions
into Maple and 73:8% into Mathematica syntax. From these
translations, around 40% were symbolically and numerically
evaluated (the rest was filtered due to missing equation sym-
bols, illegal characters, etc.). We were able to symbolically ver-
ify 11% (Maple) and 15% (Mathematica), and numerically
verify 18% (Maple) and 24% (Mathematica). In comparison, the
same tests on the manually annotated semantic dataset of
DLMF equations [12] reached a success rate of 26% for sym-
bolic and 43% for numeric evaluations [8]. Since the DLMF is a
manually annotated semantic dataset that provides exclusive
access to constraints, substitutions, and other relevant informa-
tion, we achieve very promising results with our context-sensi-
tive pipeline. To test a theoretical continuous integration
pipeline for the ORES system in Wikipedia articles, we also
analyzed edits inmath equations that have been reverted again.
The Bessel function contains such an edit on the equation

JnðxÞ ¼ 1

p

Z p

0

cos ðnt 	 x sin tÞ dt: (10)

Here, the edit13 changed JnðxÞ to JZWEðxÞ. Our pipeline
was able to symbolically and numerically verify the original
expression but failed on the revision. The ORES system
could profit from this result and adjust the score according
to the automatic verification via CAS.

3.3.1 Descriptive Term Extractions

Previously, we presumed that our update of the description
retrieval approach to MOI would yield better results. In
order to check the ranking of retrieved facts, we evaluate
the descriptive terms extractions and compare the results
with our previously reported F1 scores in [39]. We analyze
the performance for a different number of retrieved descrip-
tions and different depths. Here, the depth refers to the
maximum depth of in-going dependencies in the depen-
dency graph to retrieve relevant descriptions. A depth value
of zero does not retrieve additional terms from the in-going
dependencies but only the noun phrases that are directly
annotated to the formula itself. The results for relevance 1 or
higher are given in Table 2 a and for relevance 2 in Table 2 b.
Since we need to retrieve a high number of relevant facts to
achieve a complete translation, we are more interested in
retrieving any relevant fact rather than a single but precise
description. Hence, the performance for relevance 1 is more
appropriate for our task. For a better comparison with our
previous pipeline [39], we also analyze the performance only
on highly relevant descriptions (relevance 2). As expected,
for relevant noun phrases, we outperform the reported F1
score (.35). For highly relevant entries only, our updatedMOI
pipeline achieves similar results with an F1 score of .385.

3.3.2 Semantification

Sincewe split our translation pipeline into two steps, semanti-
fication and mapping, we evaluate the semantification trans-
formations first. To do this, we use our benchmark dataset

11. This excludes equality symbols of deeper levels in the parse tree,
e.g., the equality symbols in sums are not considered as such.

12. Note that there are numerous specializedCAS thatwould cover the
mentioned domains too, such asGAP [41], PARI/GP [42], orCadabra [43].

13. https://en.wikipedia.org/w/index. php?diff¼991994767&oldid¼
991251002&title¼Bessel_function&type¼ revision [Accessed 06/23/2021]
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and perform tree comparisons of our generated transformed
tree tsðe;XÞ and the semantically enhanced tree using seman-
tic macros. The number of facts we take into account affects
the performance. Fewer facts and the transformationmight be
not complete, i.e., there are still subtrees in e that should be
already in LC . Too many facts increase the risk of false posi-
tives, that yield wrong transformations. In order to estimate
how many facts we need to retrieve to achieve a complete
transformation, we evaluated the comparison on different
depths D and limit the number of facts with the same MOI,
i.e., we only consider the top-ranked facts f for an MOI
according to sMLPðfÞ. In addition, we limit the number of
retrieved rules rf per MC. We observed that an equal limit of
retrieved MC per MOI and rf per MC performed best. Con-
sider we set the limitN to five, wewould retrieve a maximum
of 25 facts (five rf for each of the five MC for a single MOI).
Typically, the number of retrieved facts f is below this limit
because similar MC yield similar rf . In addition, we found
that considering replacement patterns with a likelihood of 0%
(i.e., the rendered version of this macro never appears in the
DLMF), harms performance drastically. This is because
semantic macros without any arguments regularly match sin-
gle letters, for example, G representing the gamma function
with the argument ðzÞ being omitted. Hence, we decided to
consider only replacement patterns that exist in the DLMF,
i.e., sDLMFðrfÞ > 0.

Since certain subtrees ~e � e 2 LP can be already operator
trees, i.e., ~e 2 LC , we calculate a baseline (straight) that
does not perform any transformations, i.e., e ¼ tðe;XÞ. The
baseline achieves a success rate of 16%. To estimate the
impact of our manually defined set of common knowledge
facts K, we also evaluated the transformations for X ¼ K
and achieve a success rate of 29% which is already signifi-
cantly better compared to the baseline. The full pipeline, as
described above, achieves a success rate of 48%. Table 2 c
compares the performance. The table shows that depth 1
outperforms depth 0, which intuitively contradicts the F1
scores in Table 2 a. This underlines the necessity of the
dependency graph. We further examine a drop in the suc-
cess rate for larger N. This is attributable to the fact that
gfðeÞ is not commutative and large N retrieve too many false
positive facts f with high ranks. We reach the best success
rate for depth 1 and N ¼ 6. Increasing the depth further
only has a marginal impact because, at depth 2, most

expressions are already single identifiers, which do not pro-
vide significant information for the translation process.

3.3.3 Translations From LATEX to CAS

Mathematica’s ability to import TEX expressions will serve as
a baseline. While Mathematica does not allow to enter a tex-
tual context, it does recognize structural information in the
expression. For example, the Jacobi polynomial P ða;bÞ

n ðxÞ is
correctly imported as JacobiP[n,\[Alpha],\[Beta],

x] because no other supported function in Mathematica is
linked with this presentation. Table 3 b compares the perfor-
mance. The methods LACAST_base, ck, full are the same
as in Table 2 c, but now refer to translations to Mathematica,
rather than semantic LATEX. LACAST full uses the optimal set-
ting as shown in Table 2 c. We consider a translation a match
( ) if the returned value by Mathematica equals the returned
value by the benchmark. The internal process of Mathematica
ensures that the translation is normalized.

We observe that without further improvements, LACAST
already outperforms Mathematica’s internal import func-
tion. Activating the general replacement rules further
improved performance. Our full context-aware pipeline
achieves the best results. The relatively high ratio of invalid
translations for LACAST full is owed to the fact that
semanticmacroswithout an appropriate translation toMath-
ematica result in an error during the translation process. The
errors ensure that LACAST only performs translations for
semantic LATEX if a translation is unambiguous and possible
for the containing functions [16]. Note that we were not able
to appropriately translate 18 expressions (indicated by the
human performance in Table 3 b) as discussed before.

4 ERROR ANALYSIS & DISCUSSION

In this section, we briefly summarize the main causes of errors
in our translation pipeline. A more extensive analysis can be
found in the supplementary materials, available online, and on
our demo page at: https://tpami.wmflabs.org. In the follow-
ing, wemay refer to specific benchmark entries with the associ-
ated ID. Since the benchmark contains randomly picked
formulae from the articles, it also contains entries that might
not have been properly annotated with math templates or
math-tags in the Wikitext. Four entries in the benchmark (28,
43, 78, and 85) were wrongly detected by our engine and

TABLE 2
Performance of Description Extractions via MLP for Low (2a) and High (2b) Relevance and the Performance of Translatons from

LATEX to semantic LATEX (2c)

In all tables,D refers to the depth (following ingoing dependencies) in the dependency graph,N is the maximum number of facts and rf for the same MOI, TP are
true positives, and FP are false positives. The methods base refers to no transformations tðe;XÞ ¼ e, ck whereX ¼ K, and full use the full proposed pipeline.
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contained only parts of the entire formula. In the benchmark,
we manually corrected these entries. Aside from the wrong
identification, we identified other failure reasons for a transla-
tion to semantic LATEX or CAS. In the following, we discuss the
main reasons and possible solutions to avoid them, in order of
their impact on translation performance.

Definitions. Recognizing an equation as a definition
would have a great impact on performance. As a test, we
manually annotated every definition in the benchmark by
replacing the equal sign ¼ with the unambiguous notation :
¼ and extended LACAST to recognize such combination as a
definition of the left-hand side14. This resulted in 18 more
correct translations (e.g., 66, 68, and 75) and increased the
performance from .28 to .47. The accuracy for this manual
improvement is given as Theory def in Table 3 b.

The dependency graph may provide beneficial informa-
tion towards a definition recognition system for equations.
However, rather than assuming that every equation symbol
indicates a definition [23], we propose a more selective
approach. Considering one part of an equation (including
multi-equations) as an extra MOI would establish additional
dependencies in the dependency graph, such as a connection
between x ¼ snðu; kÞ and F ðx; kÞ ¼ u. A combination with
recent advances of definition recognition in NLP [20], [36],
[37], [38] may then allow us to detect x as the defining ele-
ment. The already established dependency between x and
F ðx; kÞ ¼ u can finally be used to resolve the substitution.
Hence, for future research, we will elaborate on the possibil-
ity of integrating existing NLP techniques for definition rec-
ognition [36], [37] into our dependency graph concept.

Missing Information. Another problem that causes transla-
tions to fail is missing facts. For example, the gamma function
seems to be considered common knowledge inmost articles on
OPSF because it is often not specifically declared by name in
the context (e.g., 19 or 31). To test the impact of considering the
gamma function as common knowledge, we added a rule rf to
K and attached a low rank to it. The low rank ensures the pat-
tern for the gamma function will be applied late in the list of
transformations. This indeed improved performance slightly,
enabling a successful translation of three more benchmark
entries (Theory ck in Table 3 b). This naive approach, empha-
sizes the importance of knowing the domain knowledge for
specific articles. In combination with article classifications [17],

we could activate different common knowledge sets depend-
ing on the specific domain.

Non-Matching Replacement Patterns. An issue we would
more regularly faced in domains other than OPSF is non-stan-
dard notations. As previously mentioned, without definition
detection,wewould not be able to derive transformation rules
if the MOI is not given in a standard notation, such as
pða; b; n; zÞ for the Jacobi polynomial. This already happens
for slight changes that are not covered by the DLMF. For six
entries, for instance, we were unable to appropriately replace
hypergeometric functions because they used the matrix and
array environments in their arguments, while the DLMF (as
shown in Table 1) only uses \atop for the same visualization.
Consequently, none of our replacement patterns matched
even though we correctly identified the expressions as hyper-
geometric functions. A possible solution to this kind of minor
representational changes might be to add more possible pre-
sentational variantsm for a semanticmacro em. Previously [24],
we presented a search engine for MOI that allows searching
for common notations for a given textual query. Searching for
Jacobi polynomials in arXiv.org shows that different variants
of P ða;bÞ

n ðxÞ are highly related or even equivalently used, such
as p, H, or R rather than P . There were also a couple of other
minor issueswe identified during the evaluation, such as syn-
onyms for function names, derivative notations, or non-exis-
tent translations for semantic macros. Non-existent
translation patterns for semanticmacros are also themain rea-
son why our LATEX to semantic LATEX translator performed
significantly better than the translations to Mathematica. We
providemore information on these cases on our demopage.

Implementing the aforementioned improvements will
increase the score from .26 (26 out of 95) to .495 (47 out of
95) for translations from LATEX to Mathematica. We
achieved these results based on several heuristics, such as
the primary identifier rules or the general replacement pat-
terns, which indicates that we may improve results even
further with ML algorithms. However, a missing properly
annotated dataset and no appropriate error functions made
it difficult to achieve promising results with ML on mathe-
matical translation tasks in the past [44], [45]. Our transla-
tion pipeline based on LACAST paves the way towards a
baseline that can be used to train ML models in the future.
Hence, we will focus on a hybrid approach of rule-based
translations via LACAST on the one hand, and ML-based
information extraction on the other hand, to further push
the limits of our translation pipeline.

TABLE 3
The Symbolic and Numeric Evaluations (Left) and the Benchmark Evaluation for Translations to Mathematica (Right)

14. The DLMF did not use this notation, hence LACAST was not
capable of translating :¼ in the first place.
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5 CONCLUSION & FUTURE WORK

We presented LACAST, the first context-sensitive transla-
tion pipeline for mathematical expressions to the syntax
of two major Computer Algebra Systems (CAS), Maple
and Mathematica. We demonstrated that the information
we need to translate is given as noun phrases in the tex-
tual context surrounding a mathematical formula and
common knowledge databases that define notation con-
ventions. We successfully extracted the crucial noun
phrases via part-of-speech tagging. Further, we have
shown that CAS can automatically verify the translated
expressions by performing symbolic and numeric compu-
tations. In an evaluation with 104 Wikipedia articles in
the domain of orthogonal polynomials and special func-
tions, we verified 358 formulae using our approach. We
identified one malicious edit with this technique, which
was reverted by the community three days later. We have
shown that LACAST correctly translates about 27% of math-
ematical formulae compared to 9% with existing
approaches and a 81% human baseline. Further, we dem-
onstrated a potential successful translation rate of 46% if
LACAST can identify definitions correctly and 49% with a
more comprehensive common knowledge database.

Our translation pipeline has several practical applica-
tions for a knowledge database like Wikipedia, such as
improving the readability [3] and user experience [13], and
enabling entity linking [3], [17] and automatic quality
checks via CAS [7], [8]. In turn, we plan to integrate [46] our
evaluation engine into the existing ORES system to classify
changes in complex mathematical equations as potentially
damaging or good faith. In addition, the system provides
access to different semantic formats of a formula, such as
multiple CAS syntaxes and semantic LATEX [10]. As shown
in the DLMF, the semantic encoding of a formula can
improve search results for mathematical expressions signifi-
cantly. Hence, we also plan to add the semantic information
from our mathematical dependency graph to Wikipedia’s
math formulae to improve search results [3].

In futurework,we aim tomitigate the issues outlined in Sec-
tion 3, primarily focusing our efforts on definition recognitions
for mathematical equations. Advances on this matter will
enable the support for translations beyond OPSF. In particular,
we plan to analyze the effectiveness of associating equations
with their nearby context classification [20], [36], [37], [38],
assuming a defining equation is usually embedded in a defini-
tion context. Apart from expanding the support beyond OPSF,
we further focus on improving the verification accuracy of the
symbolic and numeric evaluation pipeline. In contrast to the
evaluations on the DLMF, our evaluation pipeline currently
disregards constraints in Wikipedia. While most constraints in
the DLMF directly annotate specific equations, Wikipedia con-
tains constraints in the surrounding context of the formula. We
plan to identify constraints with new pattern matches and dis-
tance metrics, by assuming that constraints are often short
equations (and relations) or set definitions and appear shortly
after or before the formula they are applied to. While we made
math inWikipedia computable, the encyclopedia does not take
advantage of this new feature yet. In future work, we will
develop an AI [46] (as an extension to the existing ORES sys-
tem) thatmakes use of this novel capability.
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